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Abstract
A growing body of research highlights a trend toward widespread attitudes of privacy cynicism, apathy and resignation

among Internet users. In this work, we extend these discussions by concentrating on the concept of user agency.

Specifically, we examine how five types of structural constraints—interpersonal, cultural, technological, economic and

political—restrict user agency and contribute to the prevalence of privacy cynicism as a common response. Drawing

on critical data studies and adopting an intersectional lens, we demonstrate how these constraints disproportionately

impact various social groups unequally, leading to a disparate distribution of agency and privacy cynicism.

Furthermore, we contend that the sense of powerlessness engendered by excessive constraints on user agency can,

in turn, exacerbate user vulnerability to such constraints, potentially initiating a vicious cycle of disempowerment. The

article enriches the field of privacy research by linking the traditionally individual-focused and psychological dimensions

of privacy with critical surveillance studies and by proposing potential interventions to mitigate privacy cynicism.
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Introduction

A key premise in online privacy scholarship is that, before
sharing information online, users evaluate the perceived
benefits and risks associated with the interaction or transac-
tion (Dinev and Hart, 2006). This so-called privacy calculus
assumes individual user agency. Acquisti and colleagues
(2016: 445) point out that privacy “is not the opposite of
sharing—rather, it is the control over sharing.” Moore and
Obhi (2012: 546) define agency as “the experience of con-
trolling action to influence events in the environment.” In
the privacy calculus, individuals are assumed to have a
choice in online transactions (Rust et al., 2002).

However, recent societal and technological develop-
ments have markedly increased the intricacy, complexity
and opacity of constraints on user agency. For instance,
the widespread use of wearable devices (Li et al., 2016;
Rauschnabel et al., 2018) and smart technologies has ren-
dered data sharing ubiquitous (Lutz and Newlands, 2021).
Data-intensive services like search engines and social
media are crucial infrastructures in modern society and

are challenging to avoid (Ozgun, 2019; Van Dijck et al.,
2018). The COVID-19 pandemic has also accelerated the
digitalization of social contexts such as education and
work, fostering the growth of the “platform economy”
where data is frequently used for algorithmic control and
surveillance (Cameron et al., 2023; Kellogg et al., 2020;
Newlands, 2021; Newlands et al., 2020). In such circum-
stances, data sharing is increasingly inevitable rather than
optional.
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As users experience these constraints on their agency,
feelings of privacy apathy, resignation or cynicism
abound (Draper and Turow, 2019; Hargittai and Marwick,
2016; Lutz et al., 2020; Ranzini et al., 2023). When indivi-
duals feel powerless, resigned and apathetic about privacy,
their willingness and ability to engage in privacy protection
behavior suffer. For example, as users engage less in critical
considerations of privacy implications, they become more
likely to accept terms of service despite feeling uncomfort-
able or insecure about them (Obar and Oeldorf-Hirsch,
2020). Such behavior renders users more susceptible to
online risks and exploitation. The disempowerment of
users in today’s platform society (Van Dijck et al., 2018)
can result in a negative feedback loop, as constraints on
user agency trigger feelings of cynicism and resignation
that leave users more vulnerable to digital surveillance,
ultimately further constraining their agency.

However, not all people are equally affected by agency
constraints. Some are in privileged positions, allowing
them to shrug off constraints, or at least avoid some of
their most severe limitations on agency. A few might even
benefit from the effects of agency constraints on peers or
strangers. Others bear the full brunt of multiple interlocking
structural constraints on user agency. Accordingly, privacy
cynicism will affect some users more severely than others.
Sannon and Forte (2022) show that, while increasing
research attention is dedicated to the privacy experiences
of marginalized individuals and groups, most studies focus
on single identity categories, such as disability or LGBTQ
+ sexual orientation. Conversely, there is a lack of system-
atic consideration of privacy across identity categories.

In this article, we draw on intersectionality theory, both
more generally (Collins, 1990; Crenshaw, 1989, 1991) and
in critical data studies (D’Ignazio and Klein, 2020;
Linabary and Corple, 2019; McDonald et al., 2020), as
well as surveillance and privacy research (Draper and
Turow, 2019; Lutz et al., 2020; Lyon, 2007; Madden
et al., 2017; Marwick, 2022; Ranzini et al., 2023) to show
how structural constraints on user agency affect social
groups in systematically different ways. We heed the call
for a multi-level intersectional analysis (Choo & Ferree,
2010; Rodriguez et al., 2016) that takes both structural
influences at the macro-level and experiences based on
meaningful social categories at the micro-level into consid-
eration. To that end, we will begin by introducing the inter-
sectional perspective, continue by explaining the role of
agency in the emergence of privacy cynicism, to then
present a model of interlocking structural agency con-
straints that, we argue, induces an accumulative unequal
distribution of privacy cynicism and privacy vulnerabilities.

An intersectional perspective
Intersectionality has become an influential concept in the
social sciences. Originating in Black feminist thought

around 30 years ago, especially through the seminal contri-
butions of Crenshaw (1989, 1991) and Collins (1990), the
intersectional paradigm has been taken up across many
established disciplines such as sociology (Choo and
Ferree, 2010; Walby et al., 2012), political science
(Dhamoon, 2011; Hancock, 2007), communication
research (Ramasubramanian and Banjo, 2020; West,
2023), human–computer interaction (McDonald et al.,
2020; McDonald and Forte, 2020) and management and
organization studies (Holvino, 2010; McBride et al.,
2015). It is also an influential perspective in interdisciplinary
research on technology and data, such as science and tech-
nology studies (Gaughan et al., 2018), surveillance studies
(Crooks, 2022) and critical data studies (Taylor, 2017).

Despite epistemological and methodological diver-
gences (Rodriguez et al., 2016), the core idea of intersec-
tionality is that social categories, such as gender, race and
class, do not stand in isolation and do not shape people’s
identities independently but intersect in complex ways.
For example, a Black woman’s experiences are not
only distinct from those of a White woman but also
from those of a Black man (Crenshaw, 1989, 1991).
Considering the interplay of gender and race, we under-
stand her positionality better, including how gender and
racial marginalization can be compounded. Intersectional
theory has focused strongly on gender, race and class
(Rodriguez et al. 2016), but these are by no means the
only social categories whose intersection shapes people’s
identities and experiences. Additional social categories
include age, sexual orientation, religion, disability, nation-
ality, education and personality (Hancock, 2007; Holvino,
2010; Ramasubramanian and Banjo, 2020).

Intersectional analysis takes different forms. It can range
from structural and socio-political approaches that critique
unequal power relations to micro-sociological or psycho-
logical approaches focused on intersecting identity-based
experiences, especially among (multiply) “marked”1
groups such as queer migrants or disabled religious minor-
ities. When it comes to the more structural macro-approach,
the notion of “interlocking oppressions” describes how
systems of oppression such as racism, sexism and classism
work, and thus should be analyzed, together rather than
independently (Collins, 1990). This is complemented by
micro-level processes of how these structural influences
are experienced in situ based on a person’s intersectional
identity (Dhamoon, 2011). Choo and Ferree (2010) call
for a multi-level approach that includes feedback loops
and integrates macrostructures with microstructures.
Similarly, Rodriguez et al. (2016) encourage research on
intersectionality to “move from a solely subjectivity-
identity-centred approach to one that encompasses the inter-
play of subjectivities, micro-level encounters, structures
and institutional arrangements” (204).

Heeding these calls and applying them to privacy, a
comprehensive intersectional approach investigates (a)
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how larger structures, including the technological, eco-
nomic or political influences outlined below, affect personal
experiences of privacy and (b) how a person perceives and
enacts privacy in light of their positionality, which is consti-
tuted at the intersection of relevant social categories.
Despite initial attempts to integrate an intersectional per-
spective with the study of privacy, such contributions are
only in their infancy (Marwick, 2022; McDonald et al.,
2020; McDonald and Forte, 2020). Sannon and Forte
(2022) argue that privacy apathy or resignation is especially
pronounced among marginalized individuals. Examples
include economically disadvantaged individuals falling
prey to financially tempting Internet scams (Vitak et al.,
2018), or undocumented immigrants submitted to govern-
ment surveillance (Guberek et al., 2018). However, there
is a lack of conceptual argument for why the marginalized
would be particularly susceptible to feelings of privacy
cynicism. In the following, we will attempt to apply an
intersectional analysis to privacy cynicism, focusing on
agency and agency constraints. This will involve relating
the interlocking macrostructures that constrain agency to
the micro-level dynamics of disempowerment.

Micro-level dynamics: user agency and
privacy cynicism
In recent years, a number of related concepts have been pro-
posed to understand user disempowerment in the context of
online privacy. Digital resignation, for example, refers to
“the condition produced when people desire to control the
information digital entities have about them but feel
unable to do so” (Draper and Turow, 2019: 1824).
Hargittai and Marwick (2016) describe a rising feeling of
“privacy apathy” among young Internet users, who feel
that they cannot effectively protect their personal data
from online platforms, but use them anyhow, often due to
social pressures. Dencik and Cable (2017) propose the
concept of “surveillance realism,” for “a simultaneous
unease among citizens with data collection alongside the
active normalization of surveillance” (763). Here, we will
base our discussion on the concept of privacy cynicism.
Hoffmann, Lutz and Ranzini (2016) introduced the
concept of privacy cynicism based on in-depth focus
group data in Germany, defining it as an “attitude of uncer-
tainty, powerlessness, and mistrust toward the handling of
personal data by online services, rendering privacy protec-
tion behavior subjectively futile” (p. 2). Subsequently, the
concept was positioned in the context of institutional
privacy concerns (Lutz et al., 2020) and its multi-
dimensionality was empirically consolidated.

Specifically, privacy cynicism consists of four dimen-
sions (Hoffmann et al., 2016; Lutz et al., 2020): (a)
Mistrust: surveys show that digital platforms, especially
social media platforms, are often viewed with little trust
or even mistrust (e.g. Ray, 2021). (b) Powerlessness:

cynicism arises when one has little or no control over
decision-making. In fact, major online companies are
widely perceived as remote and powerful entities that can
arbitrarily alter their terms of use (Van Dijck, 2013). (c)
Uncertainty: one’s mistrust toward a more powerful other
is aggravated if their behavior is intransparent. In an
online context, for example, many users lack the necessary
literacy to understand the workings of digital platforms
(Steinfeld, 2016). (d) Resignation: individuals experiencing
a culmination of mistrust, powerlessness and uncertainty
may choose to resign, functionally adhering to an interac-
tion’s requirements but psychologically detaching and pro-
tecting their sense of self through cynicism (Tyler and
Blader, 2000).

This backdrop of privacy cynicism sets the stage for a
deeper exploration into user agency, emphasizing how indi-
viduals perceive and respond to these challenges. We argue
that user agency plays a critical role in the unequal emer-
gence of privacy cynicism. Agency describes a person’s
experience of their capacity to purposefully influence the
external world (Gallagher, 2000; Moore and Obhi, 2012).
Two key elements of agency are especially relevant for its
relationship with privacy cynicism: voluntariness and con-
scious intention. Voluntariness implies the freedom to
choose between options (Haggard, 2005). Agency can
only be experienced in situations of choice. Voluntariness
pertains to the powerlessness dimension of privacy cyni-
cism: Powerlessness implies a lack of choice as users are
forced to depend on the decisions of others, such as plat-
forms or government entities (Dencik and Cable, 2017;
Lutz et al., 2020). With regard to conscious intention,
Haggard (2005: 291) explains: “Effortful cognitive pro-
cesses of planning and deliberation typically precede their
[action] selection.” Conscious intention thus ties to the
uncertainty dimension of privacy cynicism: A lack of
understanding of the online environment and a concomitant
lack of ability to weigh the risks and benefits of the avail-
able options (deliberation) implies a lack of agency and
induces feelings of cynicism. The concepts of privacy help-
lessness (Cho, 2021) and privacy fatigue (Choi et al., 2018)
directly address this challenge.

To summarize, research on privacy cynicism and related
concepts (Hoffmann et al., 2016; Hargittai and Marwick,
2016; Draper and Turow, 2019) points out that users
increasingly experience feelings of powerlessness, mistrust
and uncertainty when navigating opaque and ubiquitous
digital services, in some cases culminating in resignation.
We propose that user agency plays a critical role in the
emergence of privacy cynicism. A lack of choice and
control induces a sense of disempowerment, which is
central to understanding the user’s experience. However,
users are not equally vulnerable to privacy cynicism and
the ensuing vulnerabilities. To understand these disparities,
it is helpful to explore how user agency is constrained, using
an intersectional analysis.
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Macro-level structures: agency constraints
We define agency constraints in the context of online
privacy as structural limits to users’ ability to autono-
mously share their data online. In this section, we differen-
tiate five sources of agency constraints: (a) interpersonal
relations, (b) culture, (c) technology, (d) economics and
(e) politics (see Figure 1). After introducing each individual
source of constraints, we will discuss how they shape users’
sense of agency, applying an intersectional perspective.
Importantly, as Figure 1 suggests, the five constraints are
interlocking (Collins, 1990; Dhamoon, 2011) and thus con-
jointly shape user experiences based on their respective
positionality. We will discuss the (accumulative) unequal
impact of interlocking constraints on privacy cynicism
based on users’ intersection of relevant social categories
in the next section. Figure 1 visually represents these con-
straints and their interlocking nature.

Interpersonal constraints
A first constraint is related to what Bazarova and Masur
(2020) describe as a “networked ecology”: a growing inter-
dependence of information sharing, where privacy deci-
sions are no longer exclusively vertical but also

increasingly horizontal (see also Marwick and boyd, 2014
on “networked privacy” and Lutz and Hoffmann, 2017 on
“passive participation”). In practice, this is exemplified by
the widespread success of a digital platform like TikTok,
where the practice of “stitching” clips (i.e. reworking exist-
ing videos into new content) exposes users to the audiences
of strangers, independently from their chosen level of
privacy (Marwick, 2022). This type of exposure brings
about risks and benefits impossible for the original creator
to evaluate (Bazarova and Masur, 2020; De Wolf, 2020).

Beyond public platforms, interpersonal constraints also
emerge within intimate circles such as family and friends,
where privacy boundaries are often blurred. In such con-
texts, friendly and romantic bonds may confuse privacy
boundaries (Petronio, 2010), especially when one of the
parties involved receives relational, reputational or even
monetary benefits from sharing content featuring the other
(Buchanan et al., 2019). A quintessential example of inter-
personal privacy constraints is “sharenting,” the sharing of
child-related content on social media by parents and other
relatives (Blum-Ross and Livingstone, 2017; Ranzini
et al., 2020; Verswijvel et al., 2019). While sharing infor-
mation about children might lead parents to find informa-
tion, support and connection (Goggin and Ellis, 2020;
Ranzini et al., 2020), it also limits the agency of tomorrow’s
adults, denying them the option of constructing an autono-
mous digital identity (Latifi, 2023).

Interpersonal constraints restrict user agency differently
depending on a person’s positionality. For example, parents
whose personal network is composed of individuals with
low privacy skills or awareness are more likely to experi-
ence severe agency constraints, when it comes to sharing
child-related information. This could be the case among
younger users or lower-socioeconomic status (SES) indivi-
duals due to educational disadvantages. Similar interper-
sonal constraints can also be experienced if one’s
community is very active on social media and post more
photos and videos of their kids. The pressure to adhere to
such group norms might also affect higher-SES individuals.
In the case of the sharenting phenomenon, influencers and
celebrities may be quite successful at monetizing pictures
of their families, which limits the privacy agency of the
children involved (Maddox, 2023).

Cultural constraints
Previous research has emphasized the role of culture in the
meaning attributed to privacy. Privacy cultures, identified
through patterns in privacy attitudes and behaviors, vary
substantially across different regions and communities
(Trepte et al., 2017; Vitak et al., 2023). Culture is often
operationalized on the country/nation state-level in these
studies (Masur et al., 2021; McSweeney, 2002). For
example, Miltgen and Peyrat-Guillard (2014) detected a
divide between two Southern European (Greece, Spain)

Figure 1. Interlocking constraints on user agency and privacy

cynicism.
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and two Eastern European (Estonia, Poland) countries in
terms of perceived privacy control and powerlessness. In
Poland and Estonia, respondents reported “a lack of
choice, such that they are ‘forced’ to give their data to
trusted institutions (e.g. banks, governments, well-known
companies)” (115), whereas in Greece and Spain, indivi-
duals felt more in control. Even within the same country,
culture accounts for a variation in users’ understanding of
privacy (Madden et al., 2017), signaling that communities
or sociocultural milieus, more than nationalities, might
impose values and behaviors when it comes to one’s data
online (Lutz, 2016).

Beyond geographic borders, cultural constraints also
operate in the domain of digital culture, Internet culture
and social media culture, with certain values such as open-
ness, connectivity or emotional engagement either propa-
gated by the user base of communities and platforms
(Shifman, 2013), or pushed by the broader technology com-
munity (Van Dijck, 2013). Research indicates that much of
the digital marketing and platform ecosystem is infused
with solutionism and techno-optimism (e.g. Darmody and
Zwick, 2020; Zwick et al., 2008). This often results in the
under-representation of minoritized groups and creates
“privilege hazard,” where certain voices are amplified
over others (D’Ignazio and Klein, 2020). The dominant
privacy paradigm of digital platforms is one of control
and self-responsibilization (Hoffmann et al., 2018; Obar,
2015). The dominance of hegemonic technology narratives
in public discourse, often crowding out more critical
privacy- and justice-centered voices, constitutes an import-
ant aspect of cultural constraints. The recent media hype
around OpenAI CEO Sam Altman and the attention
Meta’s Yann LeCun receives with his frequently contested
social media communication about AI are just two of many
examples.

When considering cultural constraints, intersectional
dynamics play a key role in shaping privacy cynicism
inequality. For example, national cultures can impose
norms of openness and transparency that constrain
privacy agency. The originally religious Dutch norm of
not using window drapes to this day imposes a small, yet
noticeable, cultural restriction on immigrants (Van Der
Horst and Messing, 2006). Cultural norms are thus
entangled with social categories such as gender, race or
class. Exploring the intersectional dynamics of cultural con-
straints, we can see how national cultures and religious
beliefs may shape user agency and thus privacy norms.
De Leyn (2023) presents a striking example through an
in-depth ethnography of young men from ethno-religious
minorities in Flanders and their self-presentational and
privacy-related practices. Given their societal marginaliza-
tion, participants try to regain agency through self-
presentational strategies such as aligning a hyper-masculine
frontstage persona with a more vulnerable backstage
persona. These “young men’s selective information

disclosures are informed by negotiations between the
‘self,’ group culture, and racialized discourses across phys-
ical and digital spaces” (9).

Another example from the domain of sharenting is the
influence of religion, as certain parental practices are
shaped by religious norms. For example, Hasanah (2019)
defines four principles of sharenting based on Islamic edu-
cation: “1. Maintain the nature of children (al muhafazoh),
2. Develop children’s potential (al tanmiyah), 3. With clear
directions (at taujih), 4. Gradually (al tadaruj)” (47). The
first principle speaks specifically to the vulnerable status
of children, the second and third to types of content that
should and should not be shared (e.g. “Parents should con-
sider not sharing pictures that show their children in any
state of undress”: 48) and the fourth to age-appropriate
sharing based on specific age ranges of the children (e.g.
0–6, 9–13). In this instance, thus, religiously informed cul-
tural norms may restrict the data-sharing agency of parents,
thereby enhancing the privacy of children.

Technological constraints
Technological constraints derive from the architecture of
digital technologies and their affordances (Schrock,
2015). Key affordances discussed in privacy literature
include visibility, anonymity or persistence/ephemerality.
For instance, In terms of visibility, platforms can prioritize
certain voices over others through algorithmic curation and
content moderation policies (Gorwa et al., 2020). Are
(2020) argues that such policies and their enforcement
negatively affect vulnerable users, such as sex workers.
Drawing on Harvey’s (2019) concept of “aggressive archi-
tecture,”2 where social media platforms follow a laissez-
faire approach rather than protecting their vulnerable
users, she discusses how social media platforms doubly dis-
advantage marked user groups’ in terms of visibility: First,
these user groups are exposed to harassment that is not
moderated by platforms such as Instagram. Second, their
content frequently gets shadowbanned, where “vaguely
inappropriate content […] is hidden from the platform’s
explore page” (742), or outright removed. Users who face
harassment online also often cannot affect the visibility of
harmful content (e.g. Sthapit and Björk, 2019). Online ano-
nymity and pseudonymity are contested (Moore, 2018),
especially in authoritarian contexts, but remain popular
tools of privacy protection. The affordance of ephemerality
(as opposed to persistence), may, on the one hand, allow for
more privacy-friendly means of communication, but may
also lure users into self-disclosure otherwise avoided (Ma
et al., 2021), or be abused for posting privacy-breaching
content otherwise not allowed on a platform.

Technological constraints on agency emerge from two
primary sources: (a) the ubiquity and pervasiveness of data-
fication and (b) the increasing autonomy of digital systems:
The ubiquity and pervasiveness of datafication relates to the
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ever-increasing amounts of data generated across different
digitized social contexts. Location-based services that run
on mobile phones and wearables are increasingly used
across domains such as transportation and hospitality
(Couture, 2021; Newlands et al., 2019), dating (Ranzini
and Lutz, 2017) and commerce (Kim, 2021). The increasing
autonomy of digital systems is best exemplified by
advances in AI and robotics. AI-based technologies are
relatively independent and able to engage with humans in
sophisticated ways, creating new privacy challenges, for
example, in terms of social bonding, anthropomorphism
and physical privacy (Lutz et al., 2019). To function prop-
erly, many autonomous technologies, such as social robots
or autonomous robotic vacuum cleaners, require large
amounts of data, both in the development process and
during their use. User awareness of these privacy practices
can lead to cynical attitudes (Büchi et al., 2022; 2023).

Technological constraints affect user agency not uni-
formly but are influenced by intersectional dynamics.
Social categories such as gender, race and disability signifi-
cantly influence design perceptions, technological literacy
and levels of surveillance, which in turn affect experiences
of privacy cynicism. When it comes to design, the intersec-
tion of visible categories, especially gender and race, is
taken up by facial recognition software and existing
systems struggle especially with recognizing Black
women (Buolamwini and Gebru, 2018). Individuals at the
intersection of relevant social categories, such as trans-
gender or disabled individuals, are frequently neglected in
technology design, leading to a need for more extensive
interactions with platforms or service providers, and thus
additional data disclosure. At the same time, technology tai-
lored to the needs of those in need of medical care or indi-
viduals with disabilities often come with intimate
surveillance, limiting user’s privacy agency (Kang and
Jung, 2021; Parry et al., 2022).

Technological literacy plays an ever more pronounced
role as the technological landscape becomes increasingly
complex and opaque. For example, very few users of AI
systems (e.g. large language model-based chatbots such
as ChatGPT) understand how they function and what
their risks are (Burrell, 2016). While users might be famil-
iar, through media coverage or education, with the basic
principles of AI systems, their sheer size and complexity
as well as corporate secrecy prevent inspection and
in-depth privacy literacy (Browne, 2023; Felzmann et al.,
2019). Economically disadvantaged individuals might see
their purchasing choices limited to products or services
with less privacy protection or intransparent data treatment.
Educational privileges will, conversely, alleviate some
technological constraints due to training and increased liter-
acy. Previous studies also found persistent gender gaps in
technological literacy, favoring men (Gnambs, 2021).
However, current trends in female educational attainment,
with women making significant gains in areas essential

for understanding and engaging with technology, may
suggest a potential shift (Siddiq & Scherer, 2019).

Finally, technological surveillance and control are
exerted in highly unequal ways (Madden et al., 2017).
For example, workers in certain occupations face particu-
larly tight algorithmic surveillance, especially those in the
gig economy (Newlands, 2021). Gig economy work is
often carried out by migrants and socioeconomically disad-
vantaged individuals (Newlands, 2022). Technological
constraints further erode their privacy, so that relatively
high levels of privacy cynicism can be expected in this
group. For example, Amazon warehouse workers, who
often come from socioeconomically disadvantaged back-
grounds, experience meticulous surveillance, measurement
and control through pervasive technologies (e.g. augmented
reality, robotics). This surveillance is not only a privacy
issue but also intersectional one, as it disproportionately
affects workers who also belong to marginalized racial or
ethnic groups, amplifying their experience of privacy cyni-
cism (Delfanti and Frey, 2021).

Economic constraints
Economic constraints refer to limitations to user agency due
to financial incentives that encourage the sharing of per-
sonal information, a lack of resource availability or material
choice. In the context of “data capitalism”3 (West, 2019),
many platforms incentivize the sharing of personal informa-
tion—it may be a precondition for usage, or it may entail
additional benefits, such as personalized services (Rust
et al., 2002; Zwick et al., 2008). However, incentives for
self-disclosure can be difficult to assess if services do not
provide sufficient information, or have intransparent and
overly complex terms and conditions (Turow et al.,
2023). Crain (2018) argues that platform business models
entail structural limitations to transparency as they rely on
privacy asymmetry. Increasing awareness of the risks asso-
ciated with online transactions leads users to want more
control (Olivero and Lunt, 2004), which platforms fre-
quently cannot or do not wish to accommodate.

Threats to user agency are especially pronounced when
users have limited choice in the use of a platform, for
example, due to a lack of alternative services or network
effects, where the value of a service increases as more
people use it. Under such conditions, users perceive
trading privacy for material or immaterial benefits as
unfair (Draper and Turow, 2019). Market structures are
therefore of critical importance to economic constraints
on user agency and privacy (Zuboff, 2019). The platform
economy is characterized by high degrees of concentration,
winner-takes-all markets and market dominance by few
tech giants (Rietveld and Schilling, 2021). Even given a
net “positive” privacy calculus, where perceived benefits
of self-disclosure outweigh its disadvantages, users may
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feel a lack of control due to a lack of choice (Haggard,
2005).

From an intersectional perspective, resource availability
constitutes an important boundary condition for the privacy
calculus, underscoring the connection between privacy and
digital inequality (Lutz, 2019; Park, 2021). Users com-
manding more resources may find it easier to substitute
privacy-threatening online services (e.g. use a limousine
service instead of a ride-sharing app), outsource risks to
third parties (e.g. hire staff to book services) or obtain add-
itional assurances (e.g. insurance, security software). Social
media platforms increasingly position privacy features as a
fee-based premium: the Meta Verified subscription service,
for example, offers protection against impersonation on
Facebook and Instagram (Meta, 2023). Such services indi-
cate the complexity of the economics of privacy (Acquisti
et al., 2016). While in some contexts, self-disclosure may
offer material benefits, such as access to services or
savings, in others, not sharing data may be more rewarding
(e.g. avoiding disclosures of price sensitivity).

Users lacking resources, thus, may on the one hand face
a need to employ online services to gain access to, for
example, job opportunities or more affordable product
offers. On the other hand, the price they pay in terms of
data might be very high. Madden and colleagues (2017)
highlight how low-income American adults rely more on
connective services while also abstaining from privacy pro-
tection behavior, resulting in a “matrix of vulnerability”
(53) that has wider social implications. Studies in the
sharing of self-produced sexual content note that differ-
ences in income, more than gender, predicted sharing
(Blake et al., 2018). The example highlights how material
disadvantages intersect with other meaningful social cat-
egories, such as gender, race or sexual orientation, to com-
pound privacy vulnerabilities, including privacy cynicism
(Moore-Berg and Karpinski, 2019).

Political constraints
Political systems and regulatory frameworks not only define
the nature of privacy but also specify the extent to which it
is protected and how it can be defended. Of course, the
extent and specificities of legal privacy protections differ
by jurisdiction (cf. DLA Piper, 2023). Individuals are also
subject to multiple overlapping regulatory frameworks
(international, national, state and local) that render the spe-
cific and situational delineation of privacy opaque and dif-
ficult to grasp.

Research on online political engagement in authoritarian
contexts highlights how political institutions restrict privacy
rights, rather than protecting them. In a case study of
Turkey, Kocer and Bozdağ (2020) find that those who
support an authoritarian regime are much more likely to
engage in political online expression than those who
oppose it. Pearce and colleagues (2018) show how political

dissidents in Azerbaijan employ tactics such as maintaining
multiple profiles, friends lists or self-censorship to avoid
political repercussions. Lokot (2020) highlights how polit-
ical dissidents in Russia withdraw from digital platforms
collaborating with government institutions—triggering pol-
itical pressures on citizens to maintain digital visibility.
From an intersectional perspective, support of or opposition
to authoritarian regimes and its privacy implications, is not
independent of social categories such as class, gender or
ethnicity. In China, for example, gay men worry that the
use of location-based dating apps may expose them to per-
secution (Cummings, 2020). In Iran, women engaging in
cyberactivism are particularly vulnerable to political reper-
cussions and thus need to explore ever more innovative
approaches to protecting their privacy (Batmanghelichi
and Mouri, 2017).

Government infringement on privacy is not a phenom-
enon unique to authoritarian contexts. Madden and
colleagues (2017) highlight how socioeconomically dis-
advantaged citizens of Western welfare states are regu-
larly subject to privacy restrictions as a precondition
for receipt of benefits. This phenomenon is only becom-
ing more prevalent with the digitization of the welfare
state (Bagger et al., 2023). Initiatives such as smart
cities facilitate public-private partnerships that are
based on “extractive data practices” (Artyushina, 2020).
In such contexts, data sharing is framed as a public
good, where public interests override individual data pro-
tection desires (Acquisti et al., 2016). A public interest
framing has long been well-established in matters of
security, for example, in justifying digital policing prac-
tices such as public surveillance, profiling or predictive
policing (Brayne, 2017; Browning and Arrigo, 2021).
Again, low-SES individuals and ethnic minorities tend
to be more exposed to overpolicing.

As Draper and Turow (2019) point out, digital resigna-
tion does not entirely preclude protective behavior—they
see potential for digital resignation to trigger (at least
passive) resistance to surveillance. Today, digital platforms
are a critical infrastructure for political engagement
(Vaccari and Valeriani, 2021). They can be employed in
what Bazarova and Masur (2020, p. 121) term “collective
privacy boundary management,” for example, by challen-
ging current political conditions and regulatory frameworks
(Beraldo and Milan, 2019). Of course, employing digital
platforms to enact collective political agency comes
with the conundrum of exposing individuals to many of
the agency constraints outlined above, such as peer pres-
sure, mutual tagging and data harvesting (Hoffmann and
Lutz, 2023; Neubaum and Lane, 2023). From an intersec-
tional perspective, it is noteworthy that online political
participation is socioeconomically stratified (Hoffmann
and Lutz, 2021; Oser et al., 2022), so that marginalized
individuals or groups are less likely to benefit from “col-
lective privacy boundary management” through online
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political engagement. Dencik and colleagues (2016)
therefore propose the concept of “data justice” to tie pol-
itical activism on privacy matters to broader social justice
concerns.

Interlocking of constraints, intersection of
experiences
Collins (1990) proposed the notion of “interlocking oppres-
sions,” showing how systems of oppression, such as racism
or classism, interact in privileging or disadvantaging indivi-
duals. Rodriguez et al. (2016) encourage an extension of
this perspective to structural and institutional arrangements.
We apply this notion to structural constraints on privacy
agency. Interpersonal, cultural, technological, economic
and political agency constraints should not be analyzed in
isolation, but rather in conjunction. For example, an indi-
vidual living in Iran may be subject to the political con-
straints of an authoritarian regime, and the economic
constraints of a developing economy, and the interpersonal
constraints of the religious stances of friends and family,
and the technological constraints of impeded access to
Western digital platforms. Instead, an individual in China
may be subject to the political constraints of censorship
and surveillance, and the technological constraints of the
“Great Firewall,” and economic constraints of exploitative
work conditions, etc. An individual in the US, finally,
may be subject to the technological and economic con-
straints of ubiquitous online services and platforms under
“data capitalism” (West, 2019), and political constraints
of limited data protection regulation, and cultural
constraints of techno-optimism and accelerationism.
Importantly, interlocking constraints do not simply stack
but intersect in complex, often unpredictable ways, creating
unique experiences of privacy and agency. This complexity
needs to be taken into account to understand someone’s
sense of privacy cynicism.

As these examples highlight, and as depicted in Figure 1,
there is no uniform way in which interlocking agency con-
straints impact an individual’s sense of agency and privacy.
Rather, structural influences are experienced in situ based
on a person’s intersectional identity (Dhamoon, 2011). An
intersectional analysis, thus, requires both a macro-level
analysis of structural constraints and a micro-level analysis
of meaningful social categories to understand systematic
inequalities. The experiences of agency constraints and
their effect on privacy cynicism in each of the given exam-
ples differ based on person’s class, ethnicity, gender or
sexual identity, for example. How the listed economic, pol-
itical, interpersonal, cultural and technological constraints
will shape the sense of agency and privacy of an individual
in Iran will differ meaningfully between men and women,
for example, or a straight or queer person.

The proposed intersectional analysis should not be read
as solely contingent on national context. For example, the
agency and privacy experience of two individuals in the
US will differ systematically not just by meaningful
social categories, such as race, gender or class, but also
by how these intersectional positionalities change the sub-
jection to structural agency constraints. In other words, a
wealthy Black woman in the US will differ in her sense
of agency and privacy from a poor Black woman in the
US, as they will be exposed to different interlocking cul-
tural, technological, economic and even political agency
constraints (e.g. pressure to be online, access to digital plat-
forms, political influence, etc.). Thus, an intersectional ana-
lysis of macro-level structural agency constraints and
micro-level experiences of agency requires both tolerance
for contingency and complexity, and respect for subjective,
identity-based positionality (Rodriguez et al., 2016).

Finally, Choo and Ferree (2010) point out that a multi-
level approach to an intersectional analysis should
account for feedback loops between levels. We, therefore,
argue that the effect of interlocking agency constraints on
an individual based on their positionality not only induces
systematic differences in susceptibility to privacy cynicism,
but compounds such inequalities into a negative feedback
loop. Heightened levels of cynicism, especially in the
form of resignation (Hoffmann et al., 2016; Lutz et al.,
2020), will render individuals more vulnerable to agency
constraints:

First, cynical users may forgo opportunities to increase
their privacy literacy (Masur, 2020), which could help
them avoid some of the pitfalls of interpersonal or techno-
logical agency constraints. Second, cynical users might
ignore their options despite agency constraints, such as
choices of which platforms to use, how and with which
intensity. Each choice, however small, could nevertheless
result in marginal improvements in privacy protection.
Again, research on surveillance and political activism in
authoritarian settings highlights how, even under the harsh-
est conditions, individuals defend some degree of privacy
(Kocer and Bozdağ, 2020; Pearce et al., 2018). Third,
cynical users are unlikely to challenge structural constraints
beyond, possibly, passive resistance (Bazarova and Masur,
2020; Draper and Turow, 2019). Dencik and Cable (2017)
show that even political activists are not immune from feel-
ings of resignation. By deterring from political activism and
resistance to surveillance, privacy cynicism makes users
more vulnerable to structural agency constraints.

Discussion and conclusion
In this article, we applied an intersectional perspective to
examine how systematic inequalities in privacy cynicism
emerge in today’s platform society (Van Dijck et al.,
2018). More specifically, we proposed a multi-level inter-
sectional analysis (Choo & Ferree, 2010; Rodriguez et al.,
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2016) that considers both macro-level structural influences
and micro-level experiences of agency and privacy based
on meaningful social categories (positionality). We
explored five interlocking structural constraints on user
agency, which are experienced on the micro-level based
on a person’s positionality, inducing systemic inequalities.
A lack of agency is generally related to heightened feelings
of privacy cynicism. Finally, we argued that privacy cyni-
cism makes users more vulnerable to agency constraints,
creating a negative feedback loop.

To situate our article theoretically, we drew on rich inter-
disciplinary literature, especially on intersectionality, sur-
veillance and privacy (Collins, 1990; Crenshaw, 1989,
1991; D’Ignazio and Klein, 2020; Linabary and Corple,
2019; Marwick, 2022; McDonald et al., 2020). This adds
necessary nuance, showing how agency constraints shape
user experiences in variegated ways, depending on struc-
tural and identity-based dynamics. Interpersonal con-
straints, like parents’ control over their children’s privacy,
may manifest in problematic sharenting practices (Latifi,
2023). Cultural constraints, such as media narratives that
prioritize progress over privacy, can also erode agency
(Dencik and Cable, 2017). Technological constraints
capture power imbalances between data collectors and
users, affecting user agency through design and literacy
(Buolamwini and Gebru, 2018). Economic constraints
involve pay-for-privacy schemes that either limit user
experience or incentivize over-sharing (Elvy, 2017).
Lastly, political constraints arise from power asymmetries
between governments and citizens, with intersectional
factors like social status or minority status further shaping
limitations on data-related choices (Batmanghelichi and
Mouri, 2017).

A number of implications can be derived from this inter-
sectional perspective. Addressing constraints on user
agency that foster privacy cynicism requires mitigating
power imbalances, challenging the existing matrix of dom-
ination and empowering those at the margins. The data
justice and data feminism literature shows how data
science can be used for this goal of co-liberation
(D’Ignazio and Klein, 2020; Goldkind et al., 2021).
Concretely, such a program includes examining and chal-
lenging existing power structures, elevating emotion and
embodiment, rethinking binaries and hierarchies and con-
sidering context, among others. To put these principles
into practice, various stakeholders have a role to play and
the best approaches are holistic, combining technical,
legal, political and social strategies.

Technological systems include access to privacy-
enhancing technologies. Platforms could install warning
signs, filters, sophisticated encryption and adopt a philoso-
phy of data sparsity (i.e. prioritize the least data-hungry
implementation). Of course, such technological solutions
can only alleviate inequality if they are accessible to those
especially exposed to agency constraints. Legal solutions

involve stringent data protection laws and enforcement,
particularly of vulnerable groups such as children, sexual
minorities or disabled people. Legal solutions, however,
presuppose political action, which, in turn, requires political
agency. Opposition to (authoritarian) surveillance should
not be limited to those already in a position of privilege.
Social remedies can focus on user empowerment and liter-
acy, especially among marginalized groups. Institutions
such as schools, employers and the media can prioritize
privacy-related issues, involving civil society and privacy
advocacy groups (e.g. by amplifying their voices through
featuring them prominently in media coverage or by
co-organizing workshops and hackathons in schools or
companies). Combining these approaches may combat the
inequality emerging from a disempowering feedback loop
of structural constraints on user agency and privacy
cynicism.
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Notes

1. The concept of “marked” versus “unmarked” is used to distin-
guish different groups within a social category such as gender
or race. Marked is understood as a/the different group that
occupies a/the non-hegemonic position and is specifically men-
tioned and called out as the non-default (McBride et al., 2015),
for example, in language or policies. Non-marked, by contrast,
describes the hegemonic group that was and still often is con-
ventionally seen as the norm or default. Within the social cat-
egory of gender, for example, “male” is the non-marked
group, whereas “female” and “non-binary” are marked
groups. Within the social category of race, “White” is the non-
marked group, while “Black” and “Mixed Race” are marked
groups.

2. The concept of “aggressive architecture” is adopted from urban
planning and design and sometimes called “hostile architec-
ture.” Its aim is to discourage “certain kinds of activity in
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public spaces” such as rough sleeping. The Camden bench in
London is a quintessential example (Wikipedia, 2023).
Applied to digital platforms, Harvey (2019) argues that
“active inactivity in dealing with toxic and hateful speech
and action in the regulation of these sites is what becomes
aggressive architecture as the concerns, needs, and well-being
of publics continue to go unaddressed despite their visibility.”

3. West (2019: 20) defines data capitalism as “a system in which
the commoditization of our data enables an asymmetric redis-
tribution of power that is weighted toward the actors who
have access and the capability to make sense of information.
It is enacted through capitalism and justified by the association
of networked technologies with the political and social benefits
of online community, drawing upon narratives that foreground
the social and political benefits of networked technologies.”
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