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Abstract 
While the relationship between sex and financial risk-taking behavior has been 

well explored in previous research, the existing literature lacks research that 

distinguishes between sex and gender as antecedents of financial risk-taking. 

Further, sensation-seeking and time pressure have shown to be associated with 

financial risk-taking. Our research goal is, therefore, to generate a better 

understanding of whether differences in financial risk-taking stem from sex or 

gender and how these factors interact with time pressure and sensation-seeking. 

Combining previous research findings, we construct a model of mediated 

moderation. We collect data to test this model through a self-reported online 

questionnaire (N = 127). From our analyses, we do not find our hypothesized 

model to be significant. However, further post-hoc analyses indicate that 

masculinity mediates the relationship between sex and financial risk-taking 

behavior. From a theoretical standpoint, these findings indicate that time pressure 

may not play as critical a role in explaining financial risk-taking as assumed. For 

practice, our findings indicate that masculinity may be a useful approximation 

measure for financial risk-taking behavior in organizational selection and 

promotion decisions. 

Keywords: financial risk-taking behavior, risk-aversion, risk-seeking, sex, 

gender, male, female, masculinity, femininity, sensation-seeking, time-pressure
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1. Introduction 
Judgment and Decision Making, specifically financial risk-taking, is 

inherent to our everyday lives – in private and organizational contexts. Research 

has shown that individuals may differ in their risk perceptions and, consequently, 

their tendency to take risks (e.g., Demaree et al., 2008). That is, some individuals 

may tend to avoid risks while others may actively seek them. While there is 

extensive research on differences in financial risk-taking behavior between 

females and males, there is a lack of understanding of whether these differences 

can be attributed to sex or gender. Research has further shown that acute stress 

amplifies the differences in risk-taking between the sexes (Lighthall et al., 2009). 

The central aim of this Master Thesis is to fill the research gap on the influence of 

sex, gender, and time pressure on financial risk-taking behavior. Besides 

generating knowledge and contributing to the scientific discourse, this Master 

Thesis also seeks to create valuable insights for practitioners. 

Why is it crucial to understand the antecedents of financial risk-taking 

behavior? For individuals, their financial risk-taking behavior may have an impact 

on their finances and, thus, their entire lifestyle. For example, a greater 

willingness to take financial risks has been associated with a higher net worth 

(Finke & Huston, 2003 as cited in Garrison & Gutter, 2010). In addition, financial 

risk-taking is also of relevance to organizations. As leaders’ financial risk-taking 

behaviors have been shown to influence overall organizational performance 

(Gilley et al., 2002), it is crucial to consider this factor when selecting personnel 

for leadership positions. In recent years, an increasing number of women have 

entered leadership positions (Statista, 2022), making differences between men and 

women an important consideration. Understanding the antecedents of financial 

risk-taking behavior may explain variance in the representation of the sexes or 

personality traits in certain positions and serve as selection criteria. Therefore, our 

research question is whether sex mediated by masculinity and moderated by time 

pressure explains differences in financial risk-taking behavior when controlling 

for sensation-seeking. In order to answer this research question, we perform a 

thorough literature review on the current research status on financial risk-taking, 

sex, gender, and time pressure. Based on theories and research findings, we 

develop a research model and conduct quantitative research using a survey design 

to test this model. 
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2. Literature Review 

2.1 Research status 

To gain an overview of financial risk-taking behavior, sex, gender, and 

time pressure, these constructs are defined and the current research status is 

presented. The summary of the research status, in combination with relevant 

theoretical frameworks, serves as a basis for developing the research model and 

deducting hypotheses. 

2.1.1 Financial risk-taking behavior 

Decision-making is a choice between two or more, usually competing 

alternatives (Fitzgerald, 2002). Decision-making situations may occur under 

certainty, risk, or uncertainty. While certainty describes situations in which the 

consequences of decision alternatives are sure, uncertainty refers to situations 

without information on the probability of the alternatives’ consequences. Risk, 

finally, describes a situation in which probabilities can be attached to the different 

alternatives’ consequences (Edwards, 1954; Kahneman & Tversky, 1979; Mishra, 

2014; Zhang et al., 2018). As certainty creates uniform and uncertainty arbitrary 

decisions, solely decisions under risk are of interest for analyzing individual 

differences in decision-making patterns. Therefore, this Master Thesis concerns 

itself with decisions under risk. 

The existing research within the field of risk-taking is elaborate and 

includes several interlinked concepts: risk-taking attitude, risk-taking propensity, 

risk appraisal, and risk-taking behavior (Bran & Vaidis, 2020). This Master Thesis 

is solely focused on risk-taking behavior. Risk-taking behavior is defined as the 

behavior in risk situations, meaning either seeking or avoiding risks (Byrnes et al., 

1999). Risk-taking behaviors may be reported, projected, or actual. While 

reported risk-taking behavior is found in self and other reports of behavior, 

projected risk-taking refers to hypothetical or predicted future risk-taking 

behavior. The major disadvantage of reported and projected risk-taking is the 

subjectivity in evaluating risk and possible socially desirable answering behavior 

(Yates & Stone, 1992). In contrast to the previous two concepts, actual risk-taking 

behavior is behavior that can be directly observed in risk situations (Bran & 
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Vaidis, 2020). In this way, subjectivity may be reduced. This Master Thesis will, 

therefore, focus on actual risk-taking behavior. 

Another distinction that can be made regarding risk-taking is between 

general and context-specific risk-taking. While some research points towards 

there being a general factor of risk-taking (Dohmen et al., 2011; Frey et al., 2017; 

Highhouse et al., 2017; Nicholson et al., 2005), risk-taking can also be considered 

context-specific with the literature distinguishing five major domains: financial, 

health / safety-related, recreational, ethical, and social risk-taking (Horvath & 

Zuckerman, 1993; MacCrimmon & Wehrung, 1986). In this Master Thesis, we 

focus on financial risk-taking, which refers to the likelihood of an individual 

engaging in risky behaviors when making financial decisions (Blais & Weber, 

2006). This domain is of particular interest as financial decisions are not only 

prevalent in private life but also a significant part of managerial decision-making, 

thus, impacting the overall success of organizations. Furthermore, financial risk-

taking has been shown to differ for sex and gender, making it an interesting 

construct to study in the context of individual differences (Hallahan et al., 2004; 

Watson & Mark McNaughton, 2007 as cited in Garrison & Gutter, 2010). 

2.1.2 Sex and gender 

Research has shown that risk-taking behavior is predominantly influenced 

by characteristics of the person, situation, and the interaction of person and 

situation (Figner & Weber, 2011). In this sense, sex and gender may play a central 

role in explaining why some individuals behave more risk-seeking in financial 

decision situations than others. 

Sex and gender are ambiguously defined within the scientific literature. 

The predominant view, however, is that sex is a biological and gender a 

psychological category (Abele, 2003). In this sense, sex refers to inherent 

biological and physiological traits that distinguish females and males, while 

gender encompasses the socially and psychologically constructed concepts of 

femininity and masculinity (Lott & Maluso, 2001; Pryzgoda & Chrisler, 2000). 

Historically, femininity and masculinity, as determinants of gender, have been 

understood as the traits typically prevalent in the sexes. The underlying 

assumption of this approach to gender is that the constructs are bipolar and one-

dimensional (e.g., Gough, 1964; Guilford & Martin, 1943; Hathaway & 
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McKinley, 1943; Terman & Miles, 1936). Other conceptualizations promote the 

assumption of androgyny (e.g., Bem, 1974; Spence et al., 1975), meaning that 

“traditionally feminine and traditionally masculine characteristics [may be 

integrated] within a single individual” and, thus, these constructs may be distinct 

dimensions (Hoffman et al., 2000, p. 476). What is considered feminine or 

masculine is commonly based on what is socially desirable or perceived as typical 

for females or males (Hoffman et al., 2000). Finally, attempts to prevent 

stereotyping by creating personal definitions of femininity and masculinity have 

proven unsuccessful (e.g., Baldwin et al., 1986; Ravinder, 1987). Due to the 

disadvantages of bipolar, one-dimensional conceptualizations and personal 

definitions, femininity and masculinity are to date constructed as distinct 

dimensions that reflect society’s perception of typically male or female behaviors 

(Bem, 1974; Hoffman et al., 2000; Hsu et al., 2021). 

2.1.3 Research on sex and financial risk-taking 

Research on sex and financial risk-taking has shown that sex may 

influence whether an individual behaves more risk-seeking or risk-averse when 

making financial decisions. Financial risk-taking has been found to differ for the 

sexes in that males are more likely to choose higher levels of financial risks than 

females (Garrison & Gutter, 2010). Several studies using gambling tasks, lottery 

experiments, and investment games have found women to invest significantly less 

and be consistently more risk-averse than men (Charness & Gneezy, 2012; Croson 

& Gneezy, 2009; Eckel & Grossman, 2002). Generally, men engage in more risky 

behaviors than women, as they perceive the likelihood of adverse outcomes lower 

and expect risky behavior to be more enjoyable (Harris & Jenkins, 2006). For 

example, a change from a male to a female CEO has been associated with a 

decrease in risk-taking within the organization (Elsaid & Ursel, 2011). Similarly, 

the impact of the CFO’s sex on the firm’s financial risk has been examined. 

Research has found that the impact of female CFOs on the firm’s financial risk-

taking behavior is mixed depending on the measure applied. At the same time, 

increasing the number of female board members, in general, was found to reduce 

financial risk, which indicates that the risk-taking behavior of females in top 

financial management positions may significantly differ from that of their male 

counterparts (Hurley & Choudhary, 2020). 
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Both biological and evolutionary principles may explain sex differences in 

risk-taking. According to theories that emphasize biological explanations, 

hormones and genes explain differences in the financial risk-taking behavior of 

men and women (Buss, 1989, 1994; Saad & Gill, 2000 as cited in Meier-Pesti & 

Penz, 2008). As men naturally require higher levels of stimulation to be aroused 

than women, they tend to take more risks (Meier-Pesti & Penz, 2008). 

Testosterone plays a crucial role in explaining sex differences in risk-taking 

behavior. This hormone is not only positively associated with aggression, 

sensation-seeking, hostility, mate-seeking, and dominance but also indicates a 

higher likelihood of showing risk-seeking behaviors. As males, by nature, have 

higher levels of testosterone than females, this may explain why men tend to show 

more risk-seeking behavior than women (Xie et al., 2017). In addition, 

evolutionary principles stress that human behavior is motivated by inclusive 

fitness, meaning that individuals strive to increase the number of next of kin. In 

this sense, women may seek partners who are able to care for them and their 

children, have a high social status, and have ample resources. As males who seek 

financial risks are more likely to represent these aspects, they are preferred as 

mating partners (Hamilton, 1964; Pawlowski et al., 2008a as cited in Meier-Pesti 

& Penz, 2008). Consequently, males may be more likely to take risks in everyday 

situations than females (Pawlowski et al., 2008). 

2.1.4 Research on gender and financial risk-taking 

The findings on sex and financial risk-taking behavior raise the question of 

whether the differences in risk-taking behavior stem from biological differences 

between the sexes or the gender ascribed to them. Traditionally, females have 

been found to behave more communal, meaning selfless and caring towards 

others, and less agentic, meaning self-assertive and eager to take charge (Eagly & 

Steffen, 1984). However, research has indicated that these attributions are 

shifting. As society is ever-changing, the psychological meaning ascribed to the 

sexes is fluid rather than static (Abele, 2003; Eagly et al., 2000; Wood & Eagly, 

2002). Eagly et al. (2000) found that traits formerly attributed to males are 

becoming more socially accepted and desirable for females. Similarly, a meta-

analysis conducted by Twenge (1997, as cited in Abele, 2003) indicated that while 

females continuously score higher on communion than males, agency has steadily 



 

Page 6 

 

increased for both sexes, with the gap between females and males decreasing. 

Accordingly, females’ propensity to act independently and take risks has 

increased (Meier-Pesti & Penz, 2008). A recent meta-analytic review revealed that 

differences between the sexes in both agency and communion are decreasing (Hsu 

et al., 2021). As, in recent years, females have started to increasingly identify with 

masculine attributes, the sex differences in financial risk-taking have also been 

seen to diminish (Auster & Ohm, 2000; Meier-Pesti & Penz, 2008; Twenge, 

1997). These findings indicate that differences in risk-taking behavior between 

females and males may instead stem from gender differences than sex differences.  

That risk-taking behavior may instead be related to the identification with 

typically masculine attributes than the biological sex is also underpinned in other 

research. For example, in their research, Garrison and Gutter (2010) saw that 

females have significantly higher exposure to financial social learning 

opportunities than males. They engage in more financial discussions with parents 

and peers and observe their financial behaviors more often (Garrison & Gutter, 

2010). As males also tend to have a stronger agentic orientation focused on the 

self, their financial risk-taking is much more driven by their ‘issue capability’ than 

that of females (He et al., 2008). Finally, Montford and Goldsmith (2015) 

stipulate that financial self-efficacy may account for the sex differences in 

financial risk-taking. As females show lower levels of financial self-efficacy, they 

tend to choose the less risky investment options (Montford & Goldsmith, 2016). 

An important finding in the context of gender as a predictor of risk-taking 

is that the differences between the sexes in their likelihood to take risks are related 

to the identification with masculine attributes but not feminine attributes. This 

means that while masculinity may explain the differences between men and 

women in financial risk-taking, femininity does not (Meier-Pesti & Penz, 2008). 
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2.1.5 Time pressure 

Due to time constraints, many economic and financial choices are made 

automatically and without much deliberation (Kirchler et al., 2017). Time pressure 

may influence individuals’ decision-making (Godinho et al., 2016), as it alters 

their risk preferences, changes their cognitive decision-making process, and 

causes them to make less consistent decisions (Olschewski & Rieskamp, 2021). 

Research on the effect of time constraints indicates that when confronted 

with complex choices under time pressure, individuals fail to process all the 

information, base decisions on a limited set of attributes, and are more inclined to 

postpone decisions (Godinho et al., 2016). According to Kahneman (2011 as cited 

in Haji et al., 2019), there are two systems of thinking and making decisions: 

System 1, which “operates automatically and quickly, with little or no effort and 

no sense of voluntary control” (Kahneman, 2012, p. 22), and System 2, which 

“allocates attention to the effortful mental activities” (Kahneman, 2012, p. 22). In 

this sense, System 1 is instinctive, emotional, and unconscious, while System 2 is 

more precise, deliberate, and conscious. Both systems work hand-in-hand: System 

1 provides impressions, intuitions, intentions, and feelings, which, when endorsed 

by System 2, turn into beliefs and voluntary action. As System 1 works 

significantly faster than System 2, it is commonly applied to protect the individual 

from imminent threats; only when System 1 conflicts with our experiences, 

System 2 is applied (Haji et al., 2019; Kahneman, 2012). When under time 

pressure, individuals cannot access System 2 and are, thus, forced to apply System 

1. In this way, time pressure reduces cognitive deliberation and, in turn, makes the 

evaluation of risks and decision-making much more intuitive (Haji et al., 2019; 

Kahneman, 2012). 

Research also indicates that time pressure can affect individuals’ risk-

taking behavior, making them more or less risk averse (Madan et al., 2015; 

Olschewski & Rieskamp, 2021; Zur & Breznitz, 1981). Specifically, financial 

decisions are heavily influenced by time pressure (Busse & Green, 2002 as cited 

in Xie et al., 2017). In vignette studies, being set under time pressure prompted 

participants to seek the safer choice more often (Haji et al., 2019; Huber & Kunz, 

2007). Participants may be discouraged from taking risks under time pressure as 

insufficient information on the decision scenario leads them to choose the safer 

option (Haji et al., 2019). Contrary to these findings, Olschewski and Rieskamp 
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(2021) observe that risky choices may increase under time pressure instead. This 

observation is attributed to a decrease in choice consistency and an increase in the 

use of simpler decision strategies. However, they do not find that the actual risk 

preferences change (Olschewski & Rieskamp, 2021). Finally, some research also 

points to the individual’s sex influencing the effect of time pressure on risk-taking 

behavior. Acute stress has been shown to amplify sex differences in risk-taking, 

with women becoming more risk-averse and men becoming more risk-seeking 

when time pressure increases (Lighthall et al., 2009). 

2.1.6 Sensation-seeking 

In theory and research, risk-taking does not stand alone but is related to 

other concepts. A strong correlate and a key factor in explaining individuals’ 

financial risk-taking behavior is sensation-seeking (Breivik et al., 2017; Horvath 

& Zuckerman, 1993; Sjöberg & Engelberg, 2009). Sensation-seeking is a broad 

personality trait that is characterized by seeking out varied, novel, complex, and 

intense experiences and being willing to take physical, social, and financial risks 

in pursuit of such experiences (Horvath & Zuckerman, 1993). As individuals 

scoring high on sensation-seeking are driven by increasing their arousal and 

stimulation, they are more likely to engage in risk-taking behavior (Roberti, 

2004). When taking risks, individuals scoring high on sensation-seeking 

experience less negative and more positive sensations than individuals scoring 

low on sensation-seeking (Breivik et al., 2017). In other words, individuals 

scoring high on sensation-seeking have both a different perspective on and 

experience of risks than individuals scoring low on sensation-seeking and, in 

consequence, are more likely to seek out risks. Similarly, individuals with a high 

level of sensation-seeking also tend to be attracted to the heightened level of 

arousal and stimulation created by financial investment risks. It has been found 

that individuals scoring high on sensation-seeking are more willing to take 

financial risks and wager their investments than those scoring low on sensation-

seeking (Kirkcaldy & Furnham, 1993; Wong & Carducci, 1991). As for financial 

risk-taking, individuals’ levels of sensation-seeking have been found to differ 

between the sexes, with females scoring significantly lower on sensation-seeking 

than males (Sjöberg & Engelberg, 2009). 
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2.2 Theoretical Framework 

2.2.1 Theoretical Framework of Managerial Risk-taking 

As previously discussed, financial risk-taking is a crucial part of 

managerial decision-making. There is a wide variety of different theoretical 

frameworks aiming to explain risk-taking behavior in managerial decision-

making. The Theoretical Framework of Managerial Risk-taking combines the 

most prominent theoretical perspectives to provide a comprehensive overview of 

how managerial risk-taking functions. In this framework, the Agency theory, the 

Behavioral Theory of the Firm, the Prospect Theory, the Behavioral Agency 

Model and Socioemotional Wealth, as well as the Upper Echelons Theory are 

considered for identifying and explaining the different causes, moderators, and 

outcomes of managerial risk-taking (Hoskisson et al., 2017). However, the 

Theoretical Framework of Managerial Risk-taking is much too broad to be used 

for specific research purposes. Instead, we use it as a point of reference and 

conceptual framework to integrate the different research findings (Hoskisson et 

al., 2017). 

2.2.2 Upper Echelons Theory 

The Upper Echelons Theory (UET) is one theory within the broader 

Theoretical Framework of Managerial Risk-taking, which assumes that the 

executives’ characteristics, i.e., their experiences, values, and personalities, 

influence their judgment and decision-making, and, in turn, influence the overall 

organizational performance (Abatecola & Cristofaro, 2018; Hambrick, 2007). As 

executives make decisions based on their personal interpretations of reality, which 

derive from cognitive processes, beliefs, personality traits, and ethical norms 

(Abatecola & Cristofaro, 2018), “organizations become reflections of their top 

managers” (Hambrick & Mason, 1984, p. 193). However, the causality of these 

processes has not been conclusively determined, making it possible that 

executives are also attracted to settings that match their personal characteristics or 

make decisions that align with the expectations of others towards them based on 

their personal characteristics (Hambrick, 2007). 

The idea of the influence of executives’ characteristics on their decision-

making builds on Simon’s (1957) fundamental premises of bounded rationality. In 

this perspective, risk-taking behavior is a product of the reality individuals 
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construct based on their orientations (Hambrick, 2007; Simon, 1957). Uncertain 

situations are not considered knowable but simply interpretable, meaning that to 

understand organizational decisions, it is necessary to understand the executives’ 

dispositions (Hambrick, 2007). When economic agents make decisions, they 

frequently use mental shortcuts susceptible to biases (Kahneman, 2012). 

Especially when there is much managerial discretion and executives are under 

heavy job demands, they greatly rely on their dispositions and experiences to 

make decisions (Hambrick, 2007). Executives’ dispositions affect information 

processing in three ways: First, the executive’s dispositions direct their field of 

vision, meaning which stimuli are potentially perceivable. Second, the executive’s 

dispositions steer the perception of stimuli and make it selective. Finally, the 

executive’s dispositions also influence the interpretation of the perceived stimuli 

(Hambrick & Mason, 1984). 

The UET distinguishes two main dimensions of personal characteristics: 

psychological properties and observable experiences (Hoskisson et al., 2017). 

Psychological properties refer to values, cognitive models, and personality 

characteristics. As a large body of research shows that individual differences in 

personality may explain differences in decision-making (Hoskisson et al., 2017), 

femininity and masculinity, for example, may be relevant to consider in decision-

making. Observable experiences consist of, e.g., executive tenure, functional 

background, and educational experience (Hoskisson et al., 2017). These are, 

however, not the focus of the current research study. Next to these two dimensions 

of personal characteristics, UET suggests that there may also be other 

characteristics influencing decision-making, including age and gender (Hoskisson 

et al., 2017). 

2.2.3 Social Role Theory of Sex Differences and Similarities 

A theory that more specifically focuses on individual differences in sex 

and gender and how they influence the individual’s decision-making is the Social 

Role Theory of Sex Differences and Similarities. This theory constitutes that 

affective, cognitive, and behavioral differences between females and males stem 

from differences in their gender role beliefs. These gender roles are the foundation 

for socialization and are based on the division of labor between the sexes (Eagly, 

1987; Eagly et al., 2000). The development of gender roles can be traced back to 
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biological differences between the sexes, notably men’s height and strength and 

women’s reproductive abilities (Eagly, 1987, 2009; Eagly & Wood, 2012; Wood 

& Eagly, 2002). Additionally, the local economy, social structure, and ecology 

may influence the division of labor (Eagly & Wood, 2012; Koenig & Eagly, 

2014). For example, as females in industrialized societies are more likely to take 

on care obligations, they are perceived to be more communal than males. It is, 

however, essential to note that gender role beliefs are changing, with female’s 

self-reported agency having grown more similar to men’s over time, although the 

sex differences in communion have stayed stable (Eagly et al., 2020; Haines et al., 

2016; Twenge, 1997, 2001). 

According to Eagly et al. (2000) and Eagly & Wood (2012), gender roles 

influence the individual’s affect, cognition, and behavior through three biosocial 

mechanisms: hormonal regulation, social regulation, and self-regulation. 

Hormonal regulation may lead to gender differences in affect, cognition, and 

behavior, as labor activities typically performed by males activate different 

hormones than those typically performed by females. That is, typically masculine 

activities, such as competitiveness, antagonism, and risk-taking are linked to 

higher testosterone levels (Booth et al., 2006, as cited in Eagly & Wood, 2012), 

while typically feminine activities, such as parental bonding, nurturing, proximity, 

and risk aversion are linked to higher levels of oxytocin (Campbell, 2008, as cited 

in Eagly & Wood, 2012). Social regulation refers to how females and males are 

penalized and rewarded by society for deviating or conforming to gender role 

beliefs. For example, females showing an assertive and directive leadership style 

are evaluated more negatively than males who adopt the same style. As 

individuals are aware of associated costs, they tend to behave in accordance with 

the gender roles ascribed to them in order to maximize their benefits (Eagly & 

Wood, 2012). Finally, self-regulation in the context of Social Role Theory refers 

to how individuals internalize and integrate gender role beliefs in their sense of 

self and use this to regulate their behavior. Those with self-concepts that differ 

widely from the gender role beliefs will tend to feel, think, and behave less 

gender-stereotypically (Eagly & Wood, 2012). 
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2.3 Introduction to the research models 
From the research findings and theoretical models described above, we 

deduct a research model that illustrates the hypothesized relationships between 

sex, gender, financial risk-taking behavior, and time pressure (see Figure 1). In the 

following, we detail the research model and the related hypotheses. 

 

Figure 1 

Research model and hypotheses

 
Note. Own illustration. 

 

Social Role Theory constitutes that females and males have distinct gender 

roles that stem from their dispositions, environmental factors, and socialization 

and influence their affect, cognition, and behavior (Eagly, 1987; Eagly & Wood, 

2012). While females have historically been found to be more 

communal/feminine, men have been shown to be more agentic/masculine (Eagly 

& Steffen, 1984). As gender roles have been changing in recent years, the 

differences in agency and communion have been decreasing with females. 

However, the differences in masculinity between the sexes remain (Hsu et al., 

2021; Twenge, 1997). Based on these findings, we propose the following 

hypothesis (see Figure 2): 

 

Hypothesis 1: Sex predicts masculinity in that females tend to be less masculine 

and males more masculine. 
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Figure 2 

Hypothesis 1

 
Note. Own illustration. 

 

The Upper Echelons Theory establishes that individuals’ dispositions 

greatly influence their judgments and decision-making (Abatecola & Cristofaro, 

2018; Hambrick, 2007). A critical disposition may be the decision-maker’s sex 

(Hoskisson et al., 2017). Traditionally, differences in risk-taking behavior have 

been associated with sex. Several studies have shown that there are differences in 

risk-taking behavior between females and males, with females tending to be more 

risk-averse and males more risk-seeking (Charness & Gneezy, 2012; Croson & 

Gneezy, 2009; Eckel & Grossman, 2002; Harris & Jenkins, 2006). 

At the same time, several studies have shown time pressure to be related to 

risk-taking behavior. As time pressure inhibits the individuals’ ability for 

cognitive deliberation, it is believed to affect the evaluation of risks and decision-

making (Haji et al., 2019; Kahneman, 2012; Xie et al., 2017). However, research 

findings are ambiguous regarding how time pressure concretely affects risk-

taking. While some research indicates that individuals make risk-averse choices 

under time pressure (Haji et al., 2019; Huber & Kunz, 2007), other research shows 

the contrary (Olschewski & Rieskamp, 2021). A possible explanation for the 

ambiguity of these findings is that time pressure is simply a moderator of the 

relationship between sex and risk-taking behavior. Lighthall et al. (2009) found 

that females become more risk-averse and males more risk-seeking when under 

acute stress. In accordance with these findings, we hypothesize the following (see 

Figure 3): 
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Hypothesis 2: The relationship between sex and financial risk-taking is 

moderated by time pressure in that females tend to behave more risk-averse and 

males more risk-seeking under time pressure. 

 

Figure 3 

Hypothesis 2

 
Note. Own illustration. 

 
As research shows that males tend to be more masculine than females 

(Eagly & Steffen, 1984; Hsu et al., 2021) and males become more risk-seeking 

under time pressure (Lighthall et al., 2009), we argue that the relationship between 

masculinity and risk-taking may be moderated by time pressure. Our hypothesis 

is, thus, as follows (see Figure 4): 

 

Hypothesis 3: The relationship between masculinity and financial risk-taking is 

moderated by time pressure in that less masculine individuals tend to behave 

more risk-averse and more masculine individuals more risk-seeking under time 

pressure. 

 

Figure 4 

Hypothesis 3

 
Note. Own illustration. 
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Finally, research has found that individuals scoring higher on masculinity 

are more likely to be risk-seeking than those scoring low on masculinity (Meier-

Pesti & Penz, 2008). As research also indicates that females are less masculine 

than males (Hsu et al., 2021; Twenge, 1997), we hypothesize that the effect of sex 

on financial risk-taking behavior may be mediated by masculinity. Again, we 

consider the possible moderating effect of time pressure as Lighthall et al. (2009) 

found that females become more risk-averse and males more risk-seeking when 

under acute stress. Therefore, we propose the following hypothesis (see Figure 5): 

 

Hypothesis 4: While masculinity mediates the relationship between sex and 

financial risk-taking in that males tend to be more masculine and, in turn, more 

risk-seeking, time pressure moderates the relationship between masculinity and 

financial risk-taking in that more masculine individuals increase, and less 

masculine individuals decrease their risk-seeking behavior under time pressure. 

 

Figure 5 

Hypothesis 4

 
Note. Own illustration. 
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3. Method 

3.1 Research design 

As the hypothesized relationships between sex, gender, financial risk-

taking, and time pressure build on existing theories and research findings, our 

approach is predominantly deductive (Bryman et al., 2019). In order to test the 

formulated hypotheses, we follow a quantitative research strategy and apply a 

survey-based cross-sectional research design. We chose this research design as it 

is most effective for explanatory research (Marshall, 2005; Sander et al., 2019). 

Concretely, this means that we collect data on sex, gender, financial risk-taking 

behavior, time pressure, sensation-seeking, and demographic variables in a survey 

at one singular point in time.  

In line with our research question and strategy, we applied a self-reported 

online questionnaire containing behavioral tasks to collect the required data (see 

Appendix: Qualtrics Survey). The questionnaire consists of 60 items and can be 

completed in about 5 to 10 minutes. We conducted the survey through Qualtrics, a 

web-based tool for delivering self-reported surveys to which BI Norwegian 

Business School provides free access. Using an online survey allows for easy 

distribution on our part, low effort on the participants’ part, and ensures 

anonymity. 

3.2 Sample and Data Collection Procedure 

For our sample, we did not have any specific selection requirements. This 

decision is based on the fact that all individuals take financial risks regularly and 

that our research question is aimed at increasing the knowledge about general 

patterns in financial risk-taking behavior. We recruited our participants through 

snowball and convenience sampling (Bell et al., 2019). The survey was shared 

through different digital channels, e.g., LinkedIn, Facebook, and e-mail, as well as 

in-person, e.g., sharing the project with friends and family and making fellow 

students aware of our research project. Some of our contacts also re-shared the 

survey on their social media accounts. Snowball and convenience sampling are 

easy to apply; however, it should be noted that it potentially impairs the 

generalizability of the findings as the sample is likely biased (Bell et al., 2019). 
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In order to be able to generalize our findings and eliminate sampling errors 

and biases, the sample size needs to be large enough (Taherdoost, 2017). 

Balancing quality and economic considerations, we aimed to have a final sample 

size of 100 – 150 participants. The survey was open for participation from 

09.03.2023 to 12.04.2023, with reminders to participate being sent out 

continuously. We obtained 225 responses, of which 127 were fully completed. 

This corresponds to a 56.45% completion rate. 

3.3 Measures 

In the following, we exaggerate the different constructs used in our 

research project and which instruments we apply to measure them. Next to 

financial risk-taking behavior, sex, gender, time pressure, and sensation-seeking, 

we also collect relevant demographic data to describe our sample. 

3.3.1 Financial risk-taking behavior 

The dependent variable within our study is financial risk-taking behavior. 

As previously described, risk-taking behavior can be reported, projected, or actual 

(Bran & Vaidis, 2020). In this research project, we focus on actual financial risk-

taking behavior, which requires us to use behavioral rather than self-report 

measures in the assessment. 

There are a variety of methods for measuring risk-taking behavior. A 

prevalent task for measuring actual risk-taking behavior is the Asian Disease task 

by Tversky & Kahneman (1981). This task offers participants the scenario of a 

disease outbreak, which is expected to kill a certain amount of people. The 

participants are then presented with two alternative programs to combat the 

outbreak. Expressed in either a gain or a loss frame, the participants receive one 

risk-averse and one risk-seeking alternative (Tversky & Kahneman, 1981). The 

Asian disease task is realistic yet comprehensive enough to keep the participants 

engaged. A drawback of this measure is that the task concerns health risks, while 

our research focuses on financial risk-taking. In the past, the task has been adapted 

to fit other risk scenarios, e.g., military decision-making (Hærem et al., 2011). In 

the same way, the task could be adapted to fit the financial risks context, e.g., a 

scenario in which an investment leads to financial gains. The disadvantage of this 

approach is that it is time intensive to adapt the measure and the adapted version is 

not validated. 
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A widely used measure of financial risk-taking behavior, specifically 

business risks, is the Carter Racing case (Brittain & Sitkin, 1990; Sitkin & 

Weingart, 1995). In this case, the participants take the role of the owner of a 

racing firm, which is experiencing engine problems, and must decide whether to 

withdraw from the season's last race. If they decide to withdraw, they risk losing 

advertising support. The case exposes the participants to uncertainty and puts 

them under time pressure. The advantage of using the Carter Racing case to 

measure actual risk-taking behavior is that it is highly realistic and quickly 

engages the participants. However, the Carter Racing case was initially 

conceptualized for a classroom setting, is quite lengthy, and complex to 

administer (Brittain & Sitkin, 1990; Sitkin & Weingart, 1995). Due to economic 

considerations, we find this measurement instrument inadequate for our purposes. 

Another commonly used measure of actual risk-taking behavior is the 

Balloon Analogue Task (BART) (Lejuez et al., 2002). The BART aims to provide 

a realistic context in which risk-taking behavior can be examined and is thus 

administered as a simulation on a computer screen. In this simulation, a small 

balloon is shown on a balloon pump alongside a button labeled “Collect $$$” and 

a display showing the amount earned on the last balloon and the total amount 

earned. Each click on the pump inflates the balloon adding money to a temporary 

reserve. If the participants click on the “Collect $$$” button, the amount in the 

temporary reserve is moved into the permanent reserve. However, if the balloon 

explodes, the amount in the temporary reserve is lost. Participants can maximize 

their earnings when pumping each balloon 64 times (Lejuez et al., 2002). A major 

disadvantage of this measure is that the underlying logic of how many pumps 

generate maximum earnings is difficult to identify for most participants. Since we 

assume that the participants in our study are only willing to invest limited 

cognitive effort into understanding the items within the questionnaire, we find the 

logic behind this measurement instrument too complex to lead to reliable and 

valid results. 

Finally, the Multiple Price List Method is also commonly applied to 

measure financial risk-taking (Holt & Laury, 2002). In the Multiple Price List 

Method, the participants are presented with a sequence of investment choices 

where they must choose between two options with different probabilities for fixed 

financial gains. This means that there is an expected pay-off difference between 
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the two options (Holt & Laury, 2002). While some researchers suggest that 

changing the financial gains instead of the probabilities may lead to more stable 

results, this debate is not settled (Csermely & Rabas, 2016; Drichoutis & Lusk, 

2016). We, therefore, chose to retain the original format as suggested by Holt & 

Laury (2002), only increasing the amount of the fixed financial gains by 100. We 

do so to increase the relevance of the decision scenarios for the participants. We 

presented the participants with one example and ten different investment choices. 

While the financial gains remained stable, the probabilities were changed in the 

following way: from a 10% probability of gaining $200 and a 90% probability of 

gaining $160 to a 20% probability of gaining $200 and an 80% probability of 

gaining $160 and so on (see Appendix: Qualtrics Survey). An example item can 

be seen in Figure 6. 

 
Figure 6 

Example item: Financial risk-taking behavior 

 
Note. Own illustration. 

 

In order to determine how risk-averse / risk-seeking the participants are, 

the number of safe choices, meaning choice option A, is calculated. As research 

has found a clear division point between participants at which participants switch 

from choosing option A to choosing option B, this simple manner of calculation is 

considered sufficient (Holt & Laury, 2002). The values retrieved from this 

calculation can then be interpreted using the following scale shown in Table 1. 
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Table 1 

Classification scale: risk-taking behavior 

Number of safe choices Classification of risk-taking behavior 

0-1 highly risk-seeking 

2 very risk-seeking 

3 risk-seeking 

4 risk-neutral 

5 slightly risk-averse 

6 risk-averse 

7 very risk-averse 

8 highly risk-averse 

9-10 completely risk-averse 

Note. Own illustration based on Holt & Laury (2002). 

 

We find that the Multiple Price List Method is an appropriate instrument to 

measure financial risk-taking behavior in our study as it reflects financial risk-

taking behavior, is easily understood by participants, and is simple to apply 

(Drichoutis & Lusk, 2016; Holt & Laury, 2002). 

3.3.2 Sex 

The independent variable in our research model is sex. As previously 

discussed, we define sex as the inherent biological and physiological traits that 

distinguish females and males (Lott & Maluso, 2001; Pryzgoda & Chrisler, 2000). 

In this sense, we measure sex by simply asking for the participants’ sex. We 

include four answer options: male, female, other, and prefer not to say (see Figure 

7). For theoretical reasons, those defining their sex as other or prefer not to say 

are excluded from further analysis. However, these options were not chosen. 
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Figure 7 

Item: Sex

 
Note. Own illustration. 

3.3.3 Gender 

In our research model, we also include masculinity, a dimension of gender, 

as a mediating variable. As previously mentioned, gender is defined as the 

socially and psychologically constructed concepts of femininity and masculinity 

(Lott & Maluso, 2001; Pryzgoda & Chrisler, 2000). This means that masculinity 

refers to the degree to which an individual identifies with the societal perception 

of what it means to be a male (Hoffman et al., 2000). In contrast to sex, gender is 

a latent construct; thus, masculinity is best assessed using psychometric tests. 

The Attitude Interest Analysis Test (AIAT) by Terman and Miles (1936) is 

the first psychometric test measuring masculinity and femininity as inherent traits. 

This psychometric test builds on the assumption that masculinity and femininity 

are not readily observable behavior linked to mental health and opposite poles on 

a continuum. The AIAT consists of 455 items, which are a mix of word 

associations, inkblot associations, interest items, and introversion-extroversion 

items (Terman & Miles, 1936). However, over time research criticized the AIAT 

for exaggerating the differences between males and females, placing negative 

connotations on the female scale, and conceptualizing masculinity and femininity 

as poles of a bipolar scale. In response to the criticism, the concept of androgyny 

was developed, which conceptualizes masculinity and femininity as separate 

scales (Morawski, 1987). 

Based on the concept of androgyny, alternative measures of 

masculinity/femininity were developed. In Spence und Helmreich’s (1978) 

Personal Attributes Questionnaire (PAQ), individuals rate themselves on a series 

of bipolar items on three distinct scales: a masculine scale, a feminine scale, and a 

masculine-feminine scale. In this sense, the PAQ integrates the criticism towards 
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the AIAT. At the same time, the PAQ only measures gender identity, meaning an 

individual’s sense of masculinity/femininity. This means that what classifies as 

masculine/feminine becomes variable and idiosyncratic (Spence et al., 1979). 

While also defining femininity and masculinity as two independent 

dimensions, the Bem (1974) Sex Role Inventory (BSRI), in contrast, defines 

masculinity/femininity as what are socially desirable traits for males/females. In 

this way, masculinity and femininity have a much more unified meaning and are 

only weakly related to individual gender attitudes, attributes, and behaviors (Bem, 

1974). In the original BSRI, individuals indicate to which degree a series of 

statements is true about them. The questionnaire consists of 60 items, of which 20 

measure femininity, 20 measure masculinity, and 20 measure neutral traits on a 7-

point scale (Bem, 1974; Mori et al., 2002). The BSRI has been shown to be a 

reliable and valid measure of masculinity/femininity (Mori et al., 2002). An even 

more improved measure of masculinity/femininity is the shortened version of the 

BSRI (Bem, 1979; Colley et al., 2009). This questionnaire consists of 30 items 

measured on a 7-point scale: 10 masculine, 10 feminine, and 10 neutral items 

(Bem, 1979). In the following, we present example items for measuring 

masculinity, femininity, and neutral traits according to the shortened BSRI (see 

Figures 8, 9, and 10). From the pre-test of our survey, we learned that the 

participants, who are primarily non-native English speakers, struggled with 

understanding the meaning of the trait words used in the shortened BSRI (Bem, 

1979). Therefore, we included a short list of each trait's meaning based on the 

definitions given in the Oxford Learner’s Dictionary at the bottom of the survey 

(Oxford University Press, 2023). 

 
Figure 8 

Example item: Masculinity 

 
Note. Own illustration. 
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Figure 9 

Example item: Femininity

 
Note. Own illustration. 

 

Figure 10 

Example item: Neutral

Note. Own illustration. 

 

Due to the illustrated advantages of the BSRI, we measure masculinity 

using the widely employed 30-item Bem (1979) Sex Role Inventory (BSRI) 

(Bem, 1979; Geldenhuys & Bosch, 2020). The scores for masculinity, femininity, 

and neutral traits are created by calculating the averages from the respective items. 

3.3.4 Time pressure 

As indicated in the research model and hypotheses, we further measure 

time pressure as a moderator variable. When selecting a measure of time pressure, 

we consider approaches used in other research studies. 

Both Kocher et al. (2013) and Xie et al. (2017) placed individuals under 

one of three different time constraints when making a decision on lottery pairs. 

They imposed either no constraint, reflecting the control group with no time 

pressure, a time constraint of 8 seconds to generate moderate time pressure in the 

first experimental group, or a time constraint of 4 seconds to model extreme time 

pressure in the second experimental group (Xie et al., 2017). Haji et al. (2019) 

similarly manipulated the time available to make a bid by placing participants 

either in a high-time-pressure treatment, giving them 25 seconds to make a 

decision, or a low-time-pressure treatment, giving them 6 minutes to decide. The 

remaining time was shown in a countdown timer below the scenario and above the 
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bid entry field (Haji et al., 2019). Olschewski and Rieskamp (2021) also 

manipulated time pressure using an experimental and a control group to create 

high or low time pressure. They found the median reaction time to be 1.8 seconds. 

Therefore, participants had 2 seconds to make a decision in the experimental 

condition, while participants in the control condition had 30 seconds to do so 

(Olschewski & Rieskamp, 2021). 

As previous research studies have shown to differ greatly concerning 

which time constraint is considered to induce high or low time pressure (Haji et 

al., 2019; Olschewski & Rieskamp, 2021; Xie et al., 2017), we choose to adjust 

the time constraint applied in our study to the time participants used to make 

decisions in our pre-test. The pre-test showed that the participants’ decision-

making became faster throughout the choice options. In order to maintain an 

effective manipulation, we, thus, opted to adjust the time constraint steadily. 

Based on the time used in the pre-test, we opted for the following time constraints 

in the experimental group: 20 seconds for the first decision, 10 seconds for 

decisions 2, 3, and 4, and finally, 5 seconds for the remaining decisions. The 

remaining time is shown in the countdown below the decision scenario and above 

the options (see Figure 11). The control group had no time constraints. 

 
Figure 11 

Example item: experimental group 

 

Note. Own illustration. 

 
Godhinho (2016) also manipulated time pressure by placing the 

experimental group under a time constraint with a countdown on the survey page. 

To check whether the manipulation of the time constraint leads to the desired 

effect, Godhinho (2016) assesses whether participants perceive time pressure. 
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This is done through three control questions, which are then scored on a 9-point 

Likert scale from 1 (not at all) to 9 (very much) (Godinho et al., 2016). We apply 

these same questions to ensure an effective manipulation by time pressure; 

however, we simplify the scale to a 5-point Likert scale (see Figure 12). 

 

Figure 12 

Example item: manipulation check 

Note. Own illustration. 

3.3.5 Sensation-seeking 

As research has linked sensation-seeking to both sex (Sjöberg & 

Engelberg, 2009) and risk-taking (Breivik et al., 2017; Zuckerman, 1979), we 

assess sensation-seeking as a control variable in addition to our main variables. 

One of the most commonly used scales to measure sensation-seeking is the 

Form V of the Sensation Seeking Scale (SSS-V) (Conner, 2022; Zuckerman, 

1996). This scale consists of 40 items grouped into four subscales that correspond 

to the key features of the construct: experience seeking, disinhibition, 

thrill/adventure seeking, and boredom susceptibility. An individual’s level of 

sensation-seeking is calculated by computing an average score based on responses 

to the complete set of 40 items (Zuckerman, 1996, 2015). While the SSS-V has 

been widely applied, it is also subject to substantial criticism. Firstly, it is not very 

economical due to its length (Stephenson et al., 2003). Second, the SSS-V has 

issues with reliability and validity. The scale exhibits criterion contamination 

with, e.g., risk-taking behavior, has an unstable factor structure, uses 

anachronistic, colloquial language, and limits the response range by applying a 

forced choice response format (Conner, 2022). 

In response to the criticism, alternative measures of sensation-seeking 

have been developed, which are all significantly shorter and show good external 

validity (Stephenson et al., 2003). For example, Stephenson et al. (2003) 

developed the BSSS-4, a 4-item scale, and the SS2, a 2-item scale, as 

psychometrically sound measures of sensation-seeking. However, the criticism 
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towards these scales is that sensation-seeking manifests in a broad range of 

behaviors and preferences, which requires a large, heterogenous pool of items to 

ensure content validity. Further, the utility of these scales within adult populations 

is unknown (Stephenson et al., 2003). 

Considering the economic and psychometric requirements, we apply the 

Sensation Seeking Personality Trait (SSPT) scale to measure sensation-seeking in 

our study (Conner, 2022). This recently developed scale is a reliable and valid 

measure for sensation-seeking and corrects the psychometric issues of previous 

scales. The SSPT consists of ten items, phrased as statements regarding an 

individual’s preference for novel and/or exciting activities. Participants rate their 

level of agreement or disagreement with the statements on a 5-point Likert-type 

scale ranging from 1 (strongly disagree) to 5 (strongly agree). The overall 

sensation-seeking score is calculated using the average score across all ten items 

(Conner, 2022). An example item is shown in Figure 13. 

 
Figure 13 

Example item: sensation-seeking

Note. Own illustration. 
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3.3.6 Demographics 

To describe our sample, we included additional demographic variables: 

age, civil status, highest educational degree, occupation, area of study or work, 

and yearly income. Documenting the sample’s demographics allows us to 

determine in which way the research findings are generalizable, identify possible 

limitations of the study, and make inferences for future research and replication 

studies (Bryman et al., 2019). First, it is crucial to determine the participants’ 

ages, as research has shown that individuals are less likely to take risks with 

increasing age (Kannadhasan, 2015; Rolison et al., 2014). We, therefore, measure 

age by simply asking the participants to indicate their age in years (see Figure 14). 

 

Figure 14 

Item: age

Note. Own illustration. 

 

Second, research has also found that marital status affects risk-taking 

behavior in that married individuals tend to be more financially risk-averse than 

single individuals (Kannadhasan, 2015; Rui & Sherman, 2005). Therefore, we 

collect data on the participants’ civil status by asking whether they are single, in a 

registered partnership, married, separated, divorced, or widowed (see Figure 15). 

 

Figure 15 

Item: civil status 

Note. Own illustration. 
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Next, we collect data on the participants’ highest educational degree. As 

research has shown that individuals with a higher educational degree typically 

have a greater capacity to evaluate investment risks, this is a relevant variable to 

consider (Kannadhasan, 2015). Figure 16 shows the item applied in this study. 

 
Figure 16 

Item: highest educational degree

Note. Own illustration. 

 

We further assess the participants’ occupations by offering the answer 

options: student, employed, self-employed, unemployed, and other (see Figure 17). 

We decided to include occupation as a demographic variable as research suggests 

that occupation impacts an individual’s risk-taking behavior in that self-employed 

individuals are more risk-seeking than individuals employed by another individual 

or organization (Kannadhasan, 2015). 

 
Figure 17 

Item: occupation

Note. Own illustration. 
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In order to control for possible background knowledge, we also assess the 

participants’ area of study or work (see Figures 18 and 19). We offered 32 answer 

options (see Appendix B: Areas of Study and Work). 

 
Figure 18 

Item: Area of Study 

Note. Own illustration. 

 

Figure 19 

Item: Area of Work

Note. Own illustration. 

 

Finally, we also ask the participants to indicate their yearly income in 

Norwegian Kroner (NOK), as research indicates that individuals with higher 

incomes are more risk-seeking than those with lower incomes (Kannadhasan, 

2015). We offer five income categories to increase the willingness to answer this 

personal question and ensure anonymity (see Figure 20). 

 

Figure 20 

Item: yearly income

 
Note. Own illustration. 
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3.4 Data quality 

To ensure that our research findings are high quality, we consider the 

quality criteria: objectivity, reliability, validity, and replicability (Bell et al., 

2019). First, objectivity refers to the research findings being independent of the 

researcher’s values, opinions, and beliefs (Reiss & Sprenger, 2014). We aim to 

maximize objectivity in our research project by employing a quantitative research 

design, using established measures, and conducting a standardized online survey. 

This way, we minimize our impact on data collection, analysis, and interpretation. 

Second, reliability refers to the quality of the employed measures in that 

they are consistent and yield repeatable results (Bell et al., 2019; Brahma, 2009; 

Cooper, 2020; Johnson & Christensen, 2014). In our research project, we assess 

all constructs through well-established measures that have shown high reliability 

in past research. We further calculate Cronbach’s Alpha for all constructs as a 

measure of reliability (Bell et al., 2019; Cooper, 2020). 

Third, validity is concerned with the integrity of the conclusions drawn 

from the research findings. Different types of validity can be distinguished: 

construct validity refers to whether the measure captures the construct it is 

intended to; internal validity means that the conclusions about causality hold; 

external validity relates to the generalization of the results beyond the specific 

research context; ecological validity means that the findings are applicable to 

natural settings (Bell et al., 2019; Brahma, 2009; Cooper, 2020; Johnson & 

Christensen, 2014). As discussed above, the measures applied in our study have 

been used and tested in previous research and shown to be valid. 

Finally, replicability refers to being able to replicate the research in its 

entirety by documenting the precise procedures and making them available to the 

public (Bell et al., 2019). In our Master Thesis, we document our exact procedures 

allowing for replication. We describe our sample along demographic variables, 

exaggerate the statistical procedures applied to analyze the data, and attach the 

survey we utilized to collect the data (Appendix A: Qualtrics Survey). 
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3.5 Research ethics 

Throughout the whole research process, it is crucial to consider ethical 

issues that may arise between the researcher and the research participants. In 

recent years, researchers' ethical scrutiny level has increased, making research 

ethics an integral part of the research process. The four core ethical principles in 

business research relate to avoiding harm, ensuring informed consent, 

guaranteeing privacy, and preventing deception (Bell et al., 2019). 

At the beginning of our online survey, we include an introductory 

paragraph outlining our research question, methods, and potential research 

implications. We further stress that participation in the research study is voluntary 

(Appendix A: Qualtrics Survey). In this way, the participants can make an 

informed decision about whether they want to participate in the study or not. 

Further, the participants can terminate their participation at any time during the 

survey if they wish to do so. 

Another ethical concern is the handling of personal information. Personal 

information is defined as “any information that could be linked to a particular 

individual” (e.g., a social security number, a name, or an e-mail address/IP 

address) (Sikt, n.d.). In our research project, we maintain confidentiality and 

protect the individual’s anonymity, as we do not collect any personal information 

that could identify individuals (e.g., name or contact information) and conduct our 

survey online, thus not having any in-person contact with the participants. 

Therefore, we do not require approval of our research study through the 

Norwegian Center for Data Research (NSD). 
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4. Results 

4.1 Data Preparation 

Prior to analyzing the data collected, we needed to prepare the data. We 

downloaded the data as a SPSS Statistics Data Document directly from Qualtrics. 

First, we conducted a mandatory check for data entry errors and missing data 

(Bryman et al., 2019). We deleted all incomplete data sets using listwise deletion 

and, thus, decreasing the sample size from 225 to 127. Second, we needed to 

combine the data collected for the same items in the different experimental 

groups. Finally, we created the constructs. To do so, we needed to re-code some 

items (Q9, Q15, Manipulation_check_1.0, and Manipulation_check_3.0) and then 

calculate the overall scores as described in the methods section. After preparing 

the data, we retained the final dataset for our analyses and hypotheses testing. 

4.2 Reliability & Correlational Analyses 

 In order to ensure that the measures applied in this study are reliable and 

valid, we conducted reliability and correlational analyses (Bell et al., 2019). 

Reliability is assessed using the method of Cronbach’s Alpha, which identifies the 

internal consistency of a set of survey items. It can range from 0 to 1. In research, 

.70 is frequently used as a threshold value, meaning that at this level or higher 

items are considered to reliably measure the concerning construct (Tavakol & 

Dennick, 2011). It is important to note that Cronbach’s Alpha can also be too 

high, indicating that the items are redundant. The threshold value for item 

redundancy is frequently considered to be .95 (Tavakol & Dennick, 2011). 

 In this study, we utilize scales for measuring the following constructs: risk 

aversion, masculinity, femininity, neutrality, sensation-seeking, and perceived 

time pressure. The scale for risk aversion consisted of 10 items and yielded a 

Cronbach’s Alpha of  a = .778, indicating that the measure applied is reliable. 

Gender was measured using three subscales consisting of 10 items each: 

masculinity (a = .867), femininity (a = .871), and neutrality (a = .551). While 

masculinity and femininity appear to be reliable measures, neutrality cannot be 

considered reliable. This finding, however, is to be expected as neutrality is not a 

theoretical construct but a control variable for socially desirable answering 

behavior (Bem, 1974). The sensation-seeking scale consisted of 10 items and 
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Cronbach’s Alpha was a =.849, indicating reliability. Finally, perceived time 

pressure was measured on a three-item scale, generating a Cronbach’s Alpha of a 

= .759, suggesting that the applied measure is reliable. 

We conducted a correlational analysis using Pearson's R to assess the 

convergent and discriminant validity of the measures applied (Bryman et al., 

2019). The results are depicted in Table 2. 

 
Table 2 

Construct correlations 
  RA Sex M F N TPP TPC S 

RA Pearson’s r 1 .151 -.265** .111 -.165 .183* .069 -.268** 

 Sig. 

(2-tailed) 

 .089 .003 .213 .064 .039 .439 .002 

Sex Pearson’s r .151 1 -2.07* .262** .064 .138 -.071 -.333** 

 Sig. 

(2-tailed) 

.089  .020 .003 .473 .122 .427 <.001 

M Pearson’s r -.265** -.207* 1 -.091 .509** -.106 .007 .547** 

 Sig. 

(2-tailed) 

.003 .020  .310 <.001 .235 .934 <.001 

F Pearson’s r .111 .262** -.091 1 .251** .171 .031 -.192* 

 Sig. 

(2-tailed) 

.213 .003 .310  .004 .054 .731 .030 

N Pearson’s r -.165 .064 .509** .251** 1 -.119 -.050 .207* 

 Sig. 

(2-tailed) 

.064 .473 <.001 .004  .184 .574 .020 

TPP Pearson’s r .183* .138 -.106 .171 -.119 1 .433** -.051 

 Sig. 

(2-tailed) 

.039 .122 .235 .054 .184  <.001 .566 

TPC Pearson’s r .069 -.071 .007 .031 -.050 .433** 1 .133 

 Sig. 

(2-tailed) 

.439 .427 .934 .731 .574 <.001  .137 

S Pearson’s r -.268** -.333** .547** -.192* .207* -.051 .133 1 

 Sig. 

(2-tailed) 

.002 <.001 <.001 .030 .020 .566 .137  

Note. **. Correlation is significant at the .01 level (2-tailed). *. Correlation is 

significant at the 0.05 level (2-tailed). 
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In these analyses, we find that masculinity is significantly negatively 

related to sex (r = -.207, p = .020), while femininity is shown to be significantly 

positively related to sex (r = .262, p = .003). This reflects prior research showing 

that females tend to be more feminine and males more masculine (Bem, 1974; 

Hoffman et al., 2000; Hsu et al., 2021). Masculinity is also found to be 

significantly negatively related to risk aversion (r = -.265, p = .003), which aligns 

with earlier research findings suggesting that the more masculine individuals are, 

the more likely they are to seek risks (Abele, 2003; Meier-Pesti & Penz, 2008). 

Further, we find that sensation-seeking (S) is significantly negatively related to 

risk aversion (RA) (r = -.268, p = .002), sex (Sex) (r = -.333, p < .001), and 

femininity (F) (r = -.192, p = .030) as well as significantly positively related to 

masculinity (M) (r = .547, p < .001) and neutrality (N) (r = .207, p = .020). These 

findings also align with previous research showing that female, more feminine, 

less masculine, and more risk-averse individuals are less sensation-seeking 

(Breivik et al., 2017; Sjöberg & Engelberg, 2009). Finally, perceived time 

pressure (TPP) is not only significantly positively correlated with the time 

pressure condition (TPC) (r = .433, p < .001) but also with risk aversion (r = .183, 

p = .039). The correlation with the time pressure condition indicates that the 

manipulation was effective, while the correlation of the perceived time pressure 

with risk aversion validates previous research that with increasing time pressure, 

individuals tend to avoid risks (Haji et al., 2019). As the findings of the 

correlational analyses align with previous research findings, we can assume 

convergent and discriminant validity of the measures. 

4.3 Descriptive Statistics 

To better understand our dataset, we conducted descriptive statistics at the 

variable level (Bryman et al., 2019). Our sample consisted of 127 individuals aged 

17 to 66 years (M = 29.99, SD = 10.301), of which 37.8% were male and 62.2% 

were female. Most participants (56.7%) were single (see Table 3). Nearly all 

participants (93.7%) held a bachelor’s degree or higher (see Table 4). 

Approximately half and half of the participants were either students or employed 

(see Table 5). The main areas of study were business (31.7%), psychology (15%), 

and economics (10%) (see Table 6). Similarly, the main area of occupation was 

business (31.3%), followed by engineering and technology (13.4%) and education 
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(10.4%) (see Table 7). The largest part of the sample, further, had a yearly income 

of 0 - 199,999 NOK (42.5%), and only a small percentage (4.7%) had more than 

1,500,000 NOK yearly income at their disposal (see Table 8). 

 

Table 3 

Civil status 
Single Registered 

Partnership 

Married Divorced 

56.7% 24.4% 16.5% 2.4% 

 

Table 4 

Highest Educational Degree 
No degree High school 

diploma 

(or similar) 

Bachelor 

(or similar) 

Master 

(or similar) 

PhD 

(or similar) 

Vocational 

degree 

0.8% 5.5% 40.9% 47.2% 3.9% 1.6% 

 

Table 5 

Occupation 
Student Employed Self-employed Unemployed Other 

47.2% 47.2% .8% 2.4% 2.4% 

 

Table 6 

Areas of study 
Business Psychology Economics Other 

31.7% 15% 10% 43.3% 

 

Table 7 
Areas of occupation 

Business Engineering & 

technology 

Education Other 

31.3% 13.4% 10.4% 44.9% 

 

Table 8 

Yearly Income 
0 - 199,999 NOK 200,000 - 499,999 

NOK 

500,000 - 999,999 

NOK 

1,000,000 - 

1,499,999 NOK 

> 1,500,000 NOK 

42.5% 20.5% 27.6% 4.7% 4.7% 
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4.4 Hypotheses Testing 

 We tested our research model and the associated hypotheses using the 

PROCESS macro for SPSS. The PROCESS macro is an observed variable OLS 

and logistic path analysis modeling tool, which can be utilized to estimate direct 

and indirect effects in single/multiple mediation models, two- or three-way 

interactions in moderation models, and conditional indirect effects in moderated 

mediation models with single/multiple mediators/moderators. In total, the 

PROCESS macro contains 92 different models (Hayes, 2013). As our research 

model represents a conditional process model with a single mediator and a single 

moderator, we apply Hayes model 15 to test it (see Figure 21). 

 

Figure 21 

Hayes Model 15

 
Note. Based on Hayes (2013). 

 

 In our research model, the independent variable X is sex, the mediator Mi is 

masculinity, the moderator V is time pressure, and the dependent variable Y is 

financial risk-taking behavior. Due to the significant correlations between 

sensation-seeking and financial risk-taking, sex, and masculinity, we additionally 

control for sensation-seeking when testing this model.  
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4.4.1 Hypothesis 1 

To test hypothesis 1, we check the regression model for the a-path, where 

the independent variable sex is assumed to predict the mediator variable 

masculinity (see Figure 22). 

 

Figure 22 

Graphic representation of the a-path

 
Note. Based on Hayes (2013). 

 

The results indicate that the a-path is not significant. That is, the 

independent variable sex does not have a significant effect on the mediator 

variable masculinity (p = .7274) (see Table 9). We, thus, reject hypothesis 1. 

 

Table 9 

Regression model for the a-path with the Outcome Variable: M 

Model Summary 

R R-sq MSE F df1 df2 p 

.5472 .2994 .5711 26.4975 2.0000 124.0000 .0000 

Model 

 coeff se t p LLCI ULCI 

constant 2.4494 .5035 4.8650 .0000 1.4529 3.4459 

Sex -.0512 .1467 -.3494 .7274 -.3415 .2391 

S .7795 .1157 6.7398 .0000 .5506 1.0085 
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4.4.2 Hypothesis 2 and 3 

Next, to test hypothesis 2 and hypothesis 3, we check the regression model 

for b- and c’-path. The c’-path depicts the possible prediction of financial risk-

taking through sex moderated by time pressure, which reflects hypothesis 2. The 

b-path describes how masculinity moderated by time pressure may predict 

financial risk-taking, representing hypothesis 3 (see Figure 23). 

 

Figure 23 

Graphic representation of the b- and c’-path

 
Note. Based on Hayes (2013). 

 

The results from running the regression model show that both interactions 

are non-significant (see Table 10). Int_1 is the interaction for the c-path, meaning 

sex and time pressure on financial risk-taking, and has an effect size of R2-chng = 

.0042 (p = .4528). Int_2 is the interaction for the b-path, namely masculinity and 

time pressure on financial risk-taking, and has an effect size of R2-chng = .0001 

(p = .9108). This means that both hypothesis 3 and hypothesis 4 are rejected. 
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Table 10 

Regression model for the b- and c-path 

Model Summary 

R R-sq MSE F df1 df2 p 

.3315 .1099 4.9137 2.4696 6.0000 120.0000 .0275 

Model 

 coeff se t p LLCI ULCI 

constant 7.9759 1.9400 4.1112 .0001 4.1348 11.8170 

Sex .6387 .5952 1.0731 .2854 -.5398 1.8173 

M -.4033 .3232 -1.2477 .2146 -1.0433 .2367 

TPC 1.2355 2.9326 .4213 .6743 -4.5709 7.0419 

Int_1 -.6370 .8457 -.7532 .4528 -2.3115 1.0375 

Int_2 .0526 .4683 .1122 .9108 -.8747 .9798 

S -.6908 .4072 -1.6967 .0924 -1.4970 .1153 

Product terms key: Int_1 = Sex x TPC; Int_2 = M x TPC 

Test(s) of highest or unconditional interaction(s) 

 R2-chng F df1 df2 p 

X*W .0042 .5674 1.0000 120.000 .4528 

M*W .0001 .0126 1.0000 120.000 .9108 
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4.4.3 Hypothesis 4 

The index of moderated mediation indicates whether the overall model is 

significant, meaning there is a moderated mediation. For our model, this means 

that the test shows two things simultaneously: whether masculinity mediates the 

relationship between sex and financial risk-taking behavior and whether the 

relationship between masculinity and financial risk-taking is moderated by time 

pressure at the same time (see Figure 24). 

 

Figure 24 

Graphic representation of the paths tested in the index of moderated mediation 

 
Note. Based on Hayes (2013). 

 

 The output from the analysis indicates that the overall model is not 

significant (95% CI [-.1328, .1240]), meaning that there is no moderated 

mediation in this model (see Table 11). 

 

Table 11 

Index of moderated mediation (difference between conditional indirect effects) 

 Index BootSE BootLLCI BootULCI 

TPC -.0027 .0584 -.1328 .1240 
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Despite the moderated mediation being insignificant, we report the 

conditional direct and indirect effect for reasons of completeness. The conditional 

indirect effect describes the effect of sex on financial risk-taking behavior 

mediated by masculinity and moderated by time pressure (see Figure 25). 

 
Figure 25 

Graphic representation of the conditional indirect effect 

 
Note. Based on Hayes (2013). 

 

 In the analysis, the significance of the indirect effect is examined using 

two different values for the moderator: the mean and the mean plus one standard 

deviation. The indirect effect is not significant for either the mean as a value for 

the moderator (95% CI [-.1165, .1876]) or the mean plus one standard deviation 

(95% CI [-.1167, .1876]). This suggests that there is no moderated mediation for 

sex, masculinity, time pressure, and financial risk-taking (see Table 12). 

 

Table 12 

Conditional indirect effect of sex on financial risk-taking mediated by masculinity 

TPC Index BootSE BootLLCI BootULCI 

.0000 .0207 .0721 -.1165 .1876 

1.0000 .0180 .0702 -.1167 .1876 
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The conditional direct effect describes the effect of sex on financial risk-

taking behavior moderated by time pressure (see Figure 26). 

 
Figure 26 

Graphic representation of the conditional direct effect

 
Note. Based on Hayes (2013). 

 

The significance of the direct effect is examined using the mean and the 

mean plus one standard deviation as values for the moderator. Neither using the 

mean as a value for the moderator (95% CI [-.5398, 1.8173]) nor the mean plus 

one standard deviation (95% CI [-1.2126, 1.2160]) makes the indirect effect 

significant. This finding suggests that there is no significant moderation of time 

pressure on the relationship between sex and financial risk-taking (see Table 13). 

 

Table 13 

Conditional direct effect of sex on financial risk-taking 

TPC Effect se t p LLCI ULCI 

.0000 .6387 .5952 1.0731 .2854 -.5398 1.8173 

1.0000 .0126 .6133 .0028 .9978 -1.2126 1.2160 
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4.5 Post-hoc Analysis 

As our data analyses did not support our a-priori hypotheses, we 

conducted additional post-hoc exploratory analyses. This scientific technique is 

also called harking, hypothesizing after results are known. When conducted 

transparently based on well-reasoned considerations and to broaden the scientific 

inquiry and generate knowledge more effectively and efficiently, harking is 

considered an ethical research method and referred to as tharking. In contrast, 

harking is ethically problematic when it is undisclosed, also referred to as 

sharking (Hollenbeck & Wright, 2017). In order to ensure that our research is 

beneficial to the scientific progress in the field and ethical, we transparently 

discuss why we consider alternative explanations and report the harking results as 

what they are: post-hoc analyses. 

Based on the correlations found between the different study variables, we 

assume that there may be mechanisms alternative to our suggested research model 

that may explain individual differences in financial risk-taking behavior better 

(see Table 2). Firstly, time pressure and perceived time pressure were only found 

to correlate (r = .433, p < .001). Therefore, we decided to drop time pressure as a 

moderating variable in the model. Secondly, we found that masculinity correlates 

with sex (r = -.207, p = .020) and financial risk-taking behavior (r = -2.65, p = 

.003), suggesting that these variables may explain each other. In order to test 

possible explanations, we conducted several post-hoc analyses. However, we only 

found one model to be significant. This alternative research model represents a 

mediation model with a single mediator. To test our research model, we thus 

apply Hayes model 4 (see Figure 27). 

 

Figure 27 

Hayes Model 4

 
Note. Based on Hayes (2013). 
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 In this model, the independent variable X is sex, the mediator Mi is 

masculinity, and the dependent variable Y is financial risk-taking behavior. 

Accordingly, the significance of the direct effect of sex on financial risk-taking as 

well as the indirect effect of sex on financial risk-taking mediated by masculinity 

is examined in the post-hoc analysis. While the indirect effect is significant (95% 

CI [.0404, .4976]), the direct effect is not (95% CI [-.3453, 1.2964]). This 

suggests that masculinity mediates the relationship between sex and financial risk-

taking without sex directly affecting financial risk-taking behavior (see Tables 14 

and 15). 

 
Table 14 

Direct effect of sex on financial risk-taking 

Effect se t p LLCI ULCI 

.4755 .4147 1.1466 .2538 -.3453 1.2964 

 

Table 15 

Indirect effect of sex on financial risk-taking mediated by masculinity 

Effect BootSE BootLLCI BootULCI 

.2376 .1193 .0404 .4976 

 

By further examining the different paths within the model, we find that 

both the a-path (R-sq = .0428, p = .0197), which reflects the effect of sex on 

masculinity, and the b-path (R-sq = .0798, p = .0065), which describes the effect 

of masculinity on financial risk-taking, are significant (see Table 16 and 17).  
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Table 16 

Regression model for the a-path 

Outcome variable: M 

Model Summary 

R R-sq MSE F df1 df2 p 

.2068 .0428 .7740 5.5855 1.0000 125.0000 .0197 

Model 

 coeff se t p LLCI ULCI 

constant 5.4534 .2726 20.0070 .0000 4.9140 5.9929 

Sex -.3805 .1610 -2.3634 .0197 -.6992 -.0619 

 

Table 17 

Regression model for the b-path 

Outcome variable: RA 

Model Summary 

R R-sq MSE F df1 df2 p 

.2826 .0798 4.9158 5.3802 2.0000 124.0000 .0057 

Model 

 coeff se t p LLCI ULCI 

constant 7.3584 1.4082 5.2255 .0000 4.5712 10.1456 

Sex .4755 .4147 1.1466 .2538 -.3453 1.2964 

M -.6243 .2254 -2.7698 .0065 -1.0705 -.1782 
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5. Discussion 

5.1 Theoretical Implications 

The main purpose of our study was to investigate whether individual 

differences in financial risk-taking behavior stem from sex or gender differences. 

In order to examine this, we tested a model of moderated mediation. In this model, 

we assumed that sex would have both a direct effect on financial risk-taking 

behavior and an indirect effect, a mediation through masculinity and that these 

effects would each be moderated by time pressure. We further controlled for 

sensation-seeking. However, we did not find this original research model to be 

significant. This finding is rather surprising as it stands in contrast to previous 

research findings. 

Previous research suggests that the decision-maker’s sex may predict their 

level of masculinity, with females tending to be less masculine than males (Eagly 

& Steffen, 1984; Hsu et al., 2021). Therefore, we hypothesized that sex predicts 

masculinity in that females tend to be less masculine than males. However, our 

findings did not support the hypothesis that sex predicts masculinity. Several 

notions may explain this null finding. A possible explanation is that the 

measurement of masculinity may be flawed. The scale we applied in our study 

relies on the concept of androgyny. In this concept, masculinity and femininity are 

defined as distinct dimensions that respectively reflect stereotypically male and 

female traits (Bem, 1974). This approach, however, bears the risk of being 

inconsistent with prevailing notions of gender. More recent research has shown 

that gender attributions are shifting (Abele, 2003; Eagly et al., 2000; Wood & 

Eagly, 2002). Therefore, what is considered typically male or female and, thus, 

conceptualized as masculinity and femininity may no longer match the 

conceptualizations of the BSRI (Bem, 1979) used in our study. As our sample is 

relatively young (M = 29.99, SD = 10.301), mainly single (56.7%), and 

academically educated (88.1% hold a bachelor’s or master’s degree), they may not 

perceive gender differences as pronounced. There have also been attempts to 

conceptualize masculinity using individual definitions (Baldwin et al., 1986; 

Ravinder, 1987). Following this idea, the null findings in our study may have been 

caused by the participants’ individual understandings of masculinity deviating 

from that in the BSRI (Bem, 1979). However, as the correlational analyses 
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suggest that masculinity and femininity are both significantly correlated with sex, 

it appears as though the BSRI scales are valid. Therefore, we suggest that while 

there may be a correlational relationship between sex and masculinity, sex may 

not cause masculinity. 

Further, previous research has indicated that sex and financial risk-taking 

are related in that males tend to be more risk-seeking than females (Charness & 

Gneezy, 2012; Croson & Gneezy, 2009; Eckel & Grossman, 2002; Garrison & 

Gutter, 2010). At the same time, research has also indicated that time constraints 

are related to financial risk-taking behavior. While the findings on the effects of 

time pressure on financial risk-taking behavior are ambiguous, time pressure has 

been found to amplify the differences between the sexes (Haji et al., 2019; 

Lighthall et al., 2009; Olschewski & Rieskamp, 2021). Consequently, we 

hypothesized that time pressure moderates the relationship between sex and 

financial risk-taking behavior in that females become more risk-averse and males 

more risk-seeking. The results of the regression model, however, are not 

statistically significant and thus, the hypothesis is rejected. Again, we consider 

possible explanations for discrepancies between the research status, hypothesis, 

and findings. One possible reason could be the measurement of financial risk-

taking behavior. From our pre-test, we know that the participants struggled with 

understanding the risk-taking task when set under time pressure, which could 

potentially impact the validity of the measurement instrument. However, we 

accounted for this in the final version of our survey by giving an example risk-

taking task beforehand and adjusting the time constraint throughout the tasks. 

Another aspect that may have contributed to the null findings is that the gains in 

the financial risk-taking task are solely hypothetical. This may inhibit the 

participant’s motivation and research has also shown that individuals cannot 

imagine how they would behave under hypothetical situations (Holt & Laury, 

2002). Another factor that may have led to the null finding is that the scores for 

financial risk-taking are calculated assuming that participants stay consistent in 

their answer choices and do not switch back and forth between answer options A 

and B (Holt & Laury, 2002). However, the answering behavior may fluctuate 

more than expected, deeming the calculation method for the financial risk-taking 

scores applied here inappropriate. The measurement of time pressure is another 

possible reason why the findings are not significant. As the manipulation check 
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shows that the time pressure constraint and the perceived time pressure correlate 

significantly, it seems as though the time pressure manipulation was effective. 

Seeing as the research findings on the effect of time pressure are so ambiguous 

(Haji et al., 2019; Lighthall et al., 2009; Olschewski & Rieskamp, 2021), we, 

therefore, rather consider that time pressure may simply not affect the relationship 

between sex and financial risk-taking behavior. It is also possible that other 

variables that we did not control for may have influenced the relationship between 

sex, time pressure, and financial risk-taking. Age, for example, has been shown to 

explain differences in financial risk-taking (Zabel et al., 2009). Differences in the 

distribution of ages within the male and female sample may, thus, cancel out the 

expected effect. 

Research has also found masculinity to be related to financial risk-taking 

(Meier-Pesti & Penz, 2008). As males are more masculine than females (Eagly & 

Steffen, 1984; Hsu et al., 2021), and under time pressure, males become more 

risk-seeking (Lighthall et al., 2009), we further hypothesized that masculinity 

moderated by time pressure would be able to predict financial risk-taking. 

However, this hypothesis was not supported by our data. As previously discussed, 

this discrepancy can potentially be explained by the measurement of masculinity 

potentially being inconsistent with prevailing or individual notions of gender. 

Similarly, the measurement of financial risk-taking may have implications on the 

findings; that is, the complexity and abstractness of the tasks as well as the 

calculation of the financial risk-taking scores, may have led to the null findings. 

Furthermore, we control for sensation-seeking. As sensation-seeking and 

masculinity are significantly correlated (r = -.265, p = .003), we can assume that 

their effects on financial risk-taking behavior are highly confounded. When 

controlling for sensation-seeking, the effect of masculinity may, therefore, be 

minimized to insignificance. Another possible explanation for the null findings for 

this hypothesis is that time pressure may simply not have an effect. This 

explanation is supported by the ambiguous research findings on time pressure in 

the context of financial risk-taking (Haji et al., 2019; Lighthall et al., 2009; 

Olschewski & Rieskamp, 2021) and that we did not find any significant 

correlation between time pressure and financial risk-taking (r = .069, p = .439). 

As mentioned, previous research has shown that sex and masculinity 

(Eagly & Steffen, 1984; Hsu et al., 2021)) as well as masculinity and risk-taking 
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behavior are related (Meier-Pesti & Penz, 2008) and that time pressure influences 

the relationship between sex/masculinity with financial risk-taking (Lighthall et 

al., 2009). Furthermore, sensation-seeking has been shown to be related to 

financial risk-taking behavior (Breivik et al., 2017; Zuckerman, 1979). Combining 

these previous research findings, our fourth and final hypothesis assumes that 

masculinity mediates the relationship between sex and financial risk-taking, while 

time pressure moderates the relationship between masculinity and financial risk-

taking. We did not find this model to be significant. Considering that the previous 

hypotheses were not significant either and that hypothesis 4 combines these into 

an overall research model, the possible explanations mentioned previously may 

contribute to explaining why the findings for hypothesis 4 stand in contrast to 

existing research. The possible explanations entail the measurement of 

masculinity, the measurement of financial risk-taking behavior, the effect of time 

pressure, sensation-seeking as a control variable, as well as the nature of the 

relationships between the variables. 

As the mediated moderation model was not found to be significant, we 

conducted post-hoc analyses based on the correlations among our study variables. 

These provided interesting insights into the relationships between sex, 

masculinity, and financial risk-taking behavior. Our post-hoc analysis showed that 

masculinity significantly mediates the relationship between sex and financial risk-

taking. This finding is in line with previous research findings indicating that sex is 

associated with masculinity (Eagly & Steffen, 1984; Hsu et al., 2021) and 

masculinity is associated with financial risk-taking behavior (Meier-Pesti & Penz, 

2008). It is further in accordance with our correlational analysis showing that both 

sex and masculinity (r = -.207, p = .020) and masculinity and financial risk-taking 

behavior (r = -.265, p = .003) are correlated. Finding that this simpler model, in 

which masculinity mediates the relationship between sex and financial risk-taking 

behavior, is significant may suggest the following: First, it underpins the 

assumption that time pressure may not explain differences in financial risk-taking 

behavior. Second, it suggests that sensation-seeking and masculinity may be so 

highly confounded that controlling for either will diminish the effects of the other 

on financial risk-taking. Third, as the findings of the post-hoc analysis are in line 

with the current research status, it also indicates that the measurements applied are 

appropriate. 
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 Overall, our study contributes to theory by extending existing research on 

financial risk-taking behavior, its antecedents, and underlying mechanisms. While 

the relationship between sex and financial risk-taking behavior has been well-

explored, the distinction between sex and gender has rarely been drawn. 

Therefore, our research findings add depth to the current research status. Our 

study also contributes to the broader theoretical frameworks as it examines sex 

and masculinity as variables of individual differences and their effect on financial 

risk-taking behavior. In this way, our findings underpin the assumptions of the 

Upper Echelons Theory. As the post-hoc analysis shows that individuals’ sex and 

masculinity influence their financial risk-taking behavior, our study supports the 

theory’s tenant that executives’ individual traits influence their judgment and 

decision-making (Abatecola & Cristofaro, 2018; Hambrick, 2007). At the same 

time, our findings also support the assumptions of the Social Role Theory of Sex 

Differences and Similarities. The post-hoc analysis indicates that the relationship 

between sex and financial risk-taking is mediated by masculinity, which is in line 

with the theory’s tenant that the behavioral differences between females and males 

stem from differences in their gender roles (Eagly, 1987; Eagly et al., 2000). By 

contrasting the influence of sex vs. masculinity on financial risk-taking behavior, 

our study, finally, also contributes to the wider nature vs. nurture debate. 

5.2 Practical Implications 

 Financial risk-taking is fundamental to individuals’ everyday lives in 

private and professional settings (Gilley et al., 2002). Therefore, our research 

findings also have significant practical implications. When considering these 

implications, it is important to note that our findings are not generalizable but 

should be viewed as a point of reference as we applied convenience sampling 

(Bryman et al., 2019). 

 First, our findings allow individuals and organizations to understand the 

antecedents and processes underlying financial risk-taking, creating greater 

awareness of one’s own and others’ financial decisions. As our research findings 

indicate that sex influences masculinity and masculinity, in turn, influences 

financial risk-taking behavior, sex and masculinity can be used to understand 

financial decisions better. For example, an organization’s tendency to seek 

financial risks may be explained by its high percentage of organizational decision-
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makers, who are more masculine in their traits. Finding significant effects for sex 

and masculinity but not for time pressure may indicate that individual differences 

may be more influential than contextual variables regarding financial risk-taking 

behavior. This, however, contrasts the majority of existing research that 

constitutes a greater influence of contextual factors (Figner & Weber, 2011; 

Miller & Byrnes, 1997). 

 Second, our research findings may also have practical implications for 

selection and promotion decisions within organizations. Depending on the 

organizational needs, certain decision-making positions will need to be filled with 

individuals who are more or less financially risk-seeking to achieve the desired 

organizational results. A conventional bank, for example, may want to employ 

individuals who tend to avoid financial risks, while an investor in innovation may 

want to employ individuals who seek a certain level of financial risk. Using a 

personality test that assesses individuals’ levels of masculinity may be a useful 

tool to approximate financial risk-taking behavior and can, in that way, serve as a 

basis for selection and promotion decisions. It is important to note that selecting 

based on sex may, for one, be considered discriminatory (Equality and Anti-

Discrimination Act, 2018) and, for another, is an inappropriate selection criterion 

as our research findings only indicate an indirect effect on financial risk-taking 

behavior. Organizations should instead consider masculinity as a criterion whilst 

still being aware that the measure of masculinity is solely an approximation of 

financial risk-taking behavior. Masculinity should, further, not be the single 

criterion for selection and promotion decisions, as financial risk-taking is an 

important but not the only aspect influencing organizational success (Pandey et 

al., 2021; Yang & Maxwell, 2011). 

Finally, our research can also serve as a reference point for making more 

balanced organizational decisions. Awareness of which individuals are more 

masculine and which are less masculine and the attached tendencies to behave 

risk-seeking or risk-averse may allow organizations to adapt their support to fit 

these individuals. For example, an organization that knows that a particular 

employee scores high on masculinity may, in the employee’s onboarding and 

training, stress the importance of not taking unnecessary risks, while an employee 

scoring low on masculinity may be encouraged to do the opposite.  
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5.3 Limitations & Future Research 

 Our Master Thesis exhibits some limitations that need to be accounted for 

when interpreting and using the study findings for theoretical and practical 

purposes. Firstly, the measure of financial risk-taking behavior has some 

limitations. Financial risk-taking behavior was assessed using a hypothetical 

decision scenario. Research has shown that individuals’ behavior in decision 

scenarios with hypothetical gains may differ significantly from their behavior in 

decision scenarios with actual gains (Holt & Laury, 2002). Therefore, future 

research should apply financial risk-taking measures that offer the participants 

actual gains. Moreover, to increase the relevance of the decision scenarios, we 

adapted the potential gains by multiplying them by 100. We, thus, suggest that 

further research examines how changes in the amount of the gains may 

systematically affect the decisions made. In addition, as done in the original 

measurement (Holt & Laury, 2002), we adapted the percentages rather than the 

amounts of the gains. Research has indicated that results may be more stable when 

adapting the percentages (Csermely & Rabas, 2016; Drichoutis & Lusk, 2016). 

Future research may, thus, adapt the percentages instead. Furthermore, the scores 

for financial risk-taking are calculated based on the assumption that the 

participants are consequent in their answering behavior and do not switch back 

and forth between risk-seeking and risk-averse options (Holt & Laury, 2002). It 

may be interesting for future research to check this assumption and, if not verified, 

try to adapt the calculation of the scores. Finally, the financial risk-taking task is a 

relatively unfamiliar situation, as the feedback from our pre-test revealed. We 

adapted the final survey by including an example task. However, future research 

could also try to find more realistic and easier-to-understand tasks. 

 Secondly, the measure of masculinity also shows limitations. For one, as a 

self-report measure of personality traits, the BSRI scale may potentially be object 

to socially desirable answering behavior (Bem, 1979; Bryman et al., 2019). We 

aimed to inhibit this effect by informing the participants about the anonymity of 

the survey beforehand and conducting the survey online. Further, the traits used in 

the items to measure masculinity may carry different meanings for individuals 

depending on, for example, their language abilities, cultural background, or 

generation. As the BSRI was validated on an American sample (Bem, 1979), this 

may limit the validity of our findings.  
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 Our sample also created some limitations for our research findings. With a 

sample size of 127 participants, our sample is relatively small. Further, the sample 

is not representative of the general population, making the findings of our study 

not generalizable (Bryman et al., 2019). As we conducted convenience sampling, 

our sample reflects biases from our network, e.g., our sample is young, highly 

educated, and mainly works within HR, psychology, social sciences, and business. 

To be able to generalize the findings, researchers may consider analyzing ‘big 

data’ (Pielke, 2013). 

As we collected our data at a single point in time, we had an increased risk 

for common method variance (Podsakoff et al., 2003). We conducted reliability 

and correlational analysis to check for this. However, future research should aim 

to collect data over time. Moreover, we mainly applied self-report measures, 

which may not accurately represent the “true” values (Bryman et al., 2019). 

Future research should, therefore, collect data from several sources to achieve a 

more complete picture of the individual’s traits. Finally, using a web-based 

platform, whilst an advantage of our study for many reasons, may also create 

limitations. Completing the survey online inhibits the ability to control the 

environment. This means that the participants’ attention may easily be drawn 

away. While we aimed to prevent this by including the progress rate, we still had a 

relatively low completion rate, and some participants took very long to complete 

the survey. 

Besides considering the discussed limitations, future research may also 

examine the impact of other individual differences on financial risk-taking 

behavior. The Upper Echelons Theory assumes that the individual’s psychological 

properties and observable experiences are personal characteristics that may impact 

judgment and decision-making (Hoskisson et al., 2017). In that sense, it may be 

relevant to explore the relationships between personality traits, e.g., the ‘Big Five’ 

(Costa & McCrae, 1995) or motivational needs like power, achievement, and 

affiliation (McClelland, 1989), and financial risk-taking as well as the 

relationships between experiences, e.g., executive tenure and educational 

background, and financial risk-taking (Hoskisson et al., 2017). In this context, it is 

also crucial to assess the relative impact of these factors and whether their 

explanatory power of financial risk-taking behavior is greater than that of sex and 

masculinity.  
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6. Conclusion 
In this Master Thesis, we have examined the influence and interactions of 

sex, gender, and time pressure on financial risk-taking with the aim of 

contributing new knowledge to research and practice. We collected data using a 

self-reported online survey and tested a model of mediated moderation. 

In our original research model, we hypothesized that the relationship 

between sex and financial risk-taking is mediated by masculinity, whilst the 

relationship between masculinity and financial risk-taking is moderated by time 

pressure when controlling for sensation-seeking. While this model could not be 

confirmed, the post-hoc analysis showed that masculinity does mediate the 

relationship between sex and financial risk-taking. In this sense, our study appears 

to align with existing theory and research. Not only do the study results align with 

the Upper Echelons Theory and the Social Role Theory of Sex Differences and 

Similarities, but they also contribute to the wider nature vs. nurture debate. That 

is, nature, here sex, seems to influence nurture, here masculinity. At the same 

time, contextual factors, such as time pressure, appear irrelevant to the 

individual’s financial risk-taking behavior. 

From these findings, we also deduct practical implications. Our research 

study helps create an understanding of which factors influence financial decision-

making. This is relevant for selection and promotion decisions in organizations. 

Individuals’ masculinity can be assessed and used as a criterion for selecting 

employees according to the organization's or position's financial risk 

requirements. Identifying which individuals are more masculine and may, thus, 

tend to be more risk-seeking may also allow organizations to adapt onboarding 

and training initiatives to retain the organization’s overall financial risk-taking at a 

balanced level. However, replication studies on larger and more representative 

samples and further research into other factors may provide a better understanding 

of the (relative) quality of sex and masculinity as predictors of financial risk-

taking behavior. Nonetheless, our analyses give a solid indication of the impact of 

sex and masculinity and where future research should be directed. 

  



 

Page 55 

 

References 
Abatecola, G., & Cristofaro, M. (2018). Hambrick and Mason’s “Upper Echelons 

Theory”: Evolution and open avenues. Journal of Management History, 

26(1), 116–136. https://doi.org/10.1108/JMH-02-2018-0016 

Abele, A. E. (2003). The dynamics of masculine-agentic and feminine-communal 

traits: Findings from a prospective study. Journal of Personality and 

Social Psychology, 85(4), 768–776. https://doi.org/10.1037/0022-

3514.85.4.768 

Auster, C. J., & Ohm, S. C. (2000). Masculinity and femininity in contemporary 

American society: A reevaluation using the Bem Sex-Role Inventory. Sex 

Roles, 43(7/8), 499–528. https://doi.org/10.1023/A:1007119516728 

Baldwin, A. C., Critelli, J. W., Stevens, L. C., & Russell, S. (1986). Androgyny 

and sex role measurement: A personal construct approach. Journal of 

Personality and Social Psychology, 51(5), 1081–1088. 

https://doi.org/10.1037/0022-3514.51.5.1081 

Bell, E., Bryman, A., & Harley, B. (2019). Business research methods (5th ed.). 

Oxford University Press. 

Bem, S. L. (1974). The measurement of psychological androgyny. Journal of 

Consulting and Clinical Psychology, 42(2), 155–162. 

https://doi.org/10.1037/h0036215 

Bem, S. L. (1979). Theory and measurement of androgyny: A reply to the 

Pedhazur-Tetenbaum and Locksley-Colten critiques. Journal of 

Personality and Social Psychology, 37(6), 1047–1054. 

https://doi.org/10.1037/0022-3514.37.6.1047 



 

Page 56 

 

Blais, A.-R., & Weber, E. U. (2006). A Domain-Specific Risk-Taking 

(DOSPERT) scale for adult populations. Judgment and Decision Making, 

1(1), 33–47. https://doi.org/10.1017/S1930297500000334 

Brahma, S. S. (2009). Assessment of construct validity in management research: 

A structured guideline. 9(2), 59–71. 

Bran, A., & Vaidis, D. C. (2020). Assessing risk-taking: What to measure and 

how to measure it. Journal of Risk Research, 23(4), 490–503. 

https://doi.org/10.1080/13669877.2019.1591489 

Breivik, G., Sand, T. S., & Sookermany, A. M. (2017). Sensation seeking and 

risk-taking in the Norwegian population. Personality and Individual 

Differences, 119, 266–272. https://doi.org/10.1016/j.paid.2017.07.039 

Brittain, J., & Sitkin, S. B. (1990). Facts, Figures, and Organizational Decisions: 

Carter Racing and Quantitative Analysis in the Organizational Behavior 

Classroom. Journal of Management Education, 14(1), 62–81. 

https://doi.org/10.1177/105256298901400108 

Bryman, A., Bell, E., & Harley, B. (2019). Business research methods (Fifth 

edition). Oxford University Press. 

Buss, D. M. (1989). Sex differences in human mate preferences: Evolutionary 

hypotheses tested in 37 cultures. Behavioral and Brain Sciences, 12(1), 1–

14. https://doi.org/10.1017/S0140525X00023992 

Buss, D. M. (1994). The Strategies of Human Mating. American Scientist, 82(3), 

238–249. JSTOR. 

Busse, J. A., & Green, C. T. (2002). Market efficiency in real time. Journal of 

Financial Economics, 65(3), 415–437. https://doi.org/10.1016/S0304-

405X(02)00148-4 



 

Page 57 

 

Byrnes, J. P., Miller, D. C., & Schafer, W. D. (1999). Gender differences in risk 

taking: A meta-analysis. Psychological Bulletin, 125(3), 367–383. 

https://doi.org/10.1037/0033-2909.125.3.367 

Charness, G., & Gneezy, U. (2012). Strong Evidence for Gender Differences in 

Risk Taking. Journal of Economic Behavior & Organization, 83(1), 50–

58. https://doi.org/10.1016/j.jebo.2011.06.007 

Colley, A., Mulhern, G., Maltby, J., & Wood, A. M. (2009). The short form 

BSRI: Instrumentality, expressiveness and gender associations among a 

United Kingdom sample. Personality and Individual Differences, 46(3), 

384–387. https://doi.org/10.1016/j.paid.2008.11.005 

Conner, B. T. (2022). Re-Operationalizing Sensation Seeking Through the 

Development of the Sensation Seeking Personality Trait Scale. 

Measurement and Evaluation in Counseling and Development, 55(4), 

250–265. https://doi.org/10.1080/07481756.2021.2018658 

Cooper, C. (2020). Individual differences and personality (Fourth edition). 

Routledge. 

Costa, P. T., & McCrae, R. R. (1995). Domains and Facets: Hierarchical 

Personality Assessment Using the Revised NEO Personality Inventory. 

Journal of Personality Assessment, 64(1), 21–50. 

https://doi.org/10.1207/s15327752jpa6401_2 

Croson, R., & Gneezy, U. (2009). Gender Differences in Preferences. Journal of 

Economic Literature, 47(2), 448–474. https://doi.org/10.1257/jel.47.2.448 

Csermely, T., & Rabas, A. (2016). How to reveal people’s preferences: 

Comparing time consistency and predictive power of multiple price list 

risk elicitation methods. Journal of Risk and Uncertainty, 53(2–3), 107–

136. https://doi.org/10.1007/s11166-016-9247-6 



 

Page 58 

 

Demaree, H. A., DeDonno, M. A., Burns, K. J., & Erik Everhart, D. (2008). You 

bet: How personality differences affect risk-taking preferences. 

Personality and Individual Differences, 44(7), 1484–1494. 

https://doi.org/10.1016/j.paid.2008.01.005 

Dohmen, T., Falk, A., Huffman, D., Sunde, U., Schupp, J., & Wagner, G. G. 

(2011). INDIVIDUAL RISK ATTITUDES: MEASUREMENT, 

DETERMINANTS, AND BEHAVIORAL CONSEQUENCES. Journal of 

the European Economic Association, 9(3), 522–550. 

https://doi.org/10.1111/j.1542-4774.2011.01015.x 

Drichoutis, A. C., & Lusk, J. L. (2016). What can multiple price lists really tell us 

about risk preferences? Journal of Risk and Uncertainty, 53(2–3), 89–106. 

https://doi.org/10.1007/s11166-016-9248-5 

Eagly, A. H. (1987). Sex differences in social behavior: A social-role 

interpretation. (pp. xii, 178). Lawrence Erlbaum Associates, Inc. 

Eagly, A. H. (2009). The his and hers of prosocial behavior: An examination of 

the social psychology of gender. 64(8), 644–658. 

https://doi.org/10.1037/0003-066X.64.8.644 

Eagly, A. H., Nater, C., Miller, D. I., Kaufmann, M., & Sczesny, S. (2020). 

Gender stereotypes have changed: A cross-temporal meta-analysis of U.S. 

public opinion polls from 1946 to 2018. American Psychologist, 75(3), 

301–315. https://doi.org/10.1037/amp0000494 

Eagly, A. H., & Steffen, V. J. (1984). Gender stereotypes stem from the 

distribution of women and men into social roles. Journal of Personality 

and Social Psychology, 46(4), 735–754. https://doi.org/10.1037/0022-

3514.46.4.735 



 

Page 59 

 

Eagly, A. H., & Wood, W. (2012). Social Role Theory. In P. Van Lange, A. 

Kruglanski, & E. Higgins, Handbook of Theories of Social Psychology 

(pp. 458–476). SAGE Publications Ltd. 

https://doi.org/10.4135/9781446249222.n49 

Eagly, A. H., Wood, W., & Diekman, A. B. (2000). Social role theory of sex. 

Eckel, C. C., & Grossman, P. J. (2002). Sex differences and statistical 

stereotyping in attitudes toward financial risk. Evolution and Human 

Behavior, 23(4), 281–295. https://doi.org/10.1016/S1090-5138(02)00097-

1 

Edwards, W. (1954). The theory of decision making. Psychological Bulletin, 

51(4), 380–417. https://doi.org/10.1037/h0053870 

Elsaid, E., & Ursel, N. D. (2011). CEO succession, gender and risk taking. 

Gender in Management: An International Journal, 26(7), 499–512. 

https://doi.org/10.1108/17542411111175478 

Figner, B., & Weber, E. U. (2011). Who Takes Risks When and Why?: 

Determinants of Risk Taking. Current Directions in Psychological 

Science, 20(4), 211–216. https://doi.org/10.1177/0963721411415790 

Finke, M. S., & Huston, S. J. (2003). The Brighter Side of Financial Risk: 

Financial Risk Tolerance and Wealth. Journal of Family and Economic 

Issues, 24(3), 233–256. https://doi.org/10.1023/A:1025443204681 

Fitzgerald, S. P. (2002). Decision making. Capstone Pub. 

Frey, R., Pedroni, A., Mata, R., Rieskamp, J., & Hertwig, R. (2017). Risk 

preference shares the psychometric structure of major psychological traits. 

Science Advances, 3(10), e1701381. 

https://doi.org/10.1126/sciadv.1701381 



 

Page 60 

 

Garrison, S. T., & Gutter, M. S. (2010). 2010 Outstanding AFCPE Conference 

Paper: Gender Differences in Financial Socialization and WIllingness to 

Take Financial Risks. 21 (2), 60–72. 

Geldenhuys, M., & Bosch, A. (2020). A Rasch Adapted Version of the 30-Item 

Bem Sex Role Inventory (BSRI). Journal of Personality Assessment, 

102(3), 428–439. https://doi.org/10.1080/00223891.2018.1527343 

Gilley, M., Walters, B., & Olson, B. (2002). Top management team risk taking 

propensities and firm performance: Direct and moderating effects. Journal 

of Business Strategies, 19(2), 95–114. 

Godinho, S., Prada, M., & Garrido, M. V. (2016). Under Pressure: An Integrative 

Perspective of Time Pressure Impact on Consumer Decision-Making. 

Journal of International Consumer Marketing, 28(4), 251–273. 

https://doi.org/10.1080/08961530.2016.1148654 

Gough, H. G. (1964). Academic achievement in high school as predicted from the 

California Psychological Inventory. Journal of Educational Psychology, 

55(3), 174–180. https://doi.org/10.1037/h0046186 

Guilford, J. P., & Martin, H. G. (1943). The Guilford-Martin personnel inventory 

I. Sheridan Supply Co. 

Hærem, T., Kuvaas, B., Bakken, B. T., & Karlsen, T. (2011). Do military decision 

makers behave as predicted by prospect theory? Journal of Behavioral 

Decision Making, 24(5), 482–497. https://doi.org/10.1002/bdm.704 

Haines, E. L., Deaux, K., & Lofaro, N. (2016). The Times They Are a-Changing. . 

. Or Are They Not? A Comparison of Gender Stereotypes. 40((3)), 1983–

2014. https://doi.org/10.1177/0361684316634081 

Haji, A. E., Krawczyk, M., Sylwestrzak, M., & Zawojska, E. (2019). Time 

pressure and risk taking in auctions: A field experiment. Journal of 



 

Page 61 

 

Behavioral and Experimental Economics, 78, 68–79. 

https://doi.org/10.1016/j.socec.2018.12.001 

Hallahan, T. A., Faff, R. W., & Mckenzie, M. D. (2004). An empirical 

investigation of personal financial risk tolerance. Financial Services 

Review, 13, 57–78. 

Hambrick, D. C. (2007). Upper Echelons Theory: An Update. The Academy of 

Management Review, 32(2), 334–343. JSTOR. 

Hambrick, D. C., & Mason, P. A. (1984). Upper Echelons: The Organization as a 

Reflection of Its Top Managers. The Academy of Management Review, 

9(2), 193. https://doi.org/10.2307/258434 

Hamilton, W. D. (1964). The genetical evolution of social behaviour. I. Journal of 

Theoretical Biology, 7(1), 1–16. https://doi.org/10.1016/0022-

5193(64)90038-4 

Harris, C. R., & Jenkins, M. (2006). Gender differences in risk assessment: Why 

do women take fewer risks than men? 

Hathaway, S. R., & McKinley, J. C. (1943). The Minnesota multiphasic 

personality inventory, Rev. Ed., 2nd printing. University of Minnesota 

Press. 

Hayes, A. F. (2013). Introduction to mediation, moderation, and conditional 

process analysis: A regression-based approach. The Guilford Press. 

He, X., Inman, J. J., & Mittal, V. (2008). Gender Jeopardy in Financial Risk 

Taking. Journal of Marketing Research, 45(4), 414–424. 

https://doi.org/10.1509/jmkr.45.4.414 

Highhouse, S., Nye, C. D., Zhang, D. C., & Rada, T. B. (2017). Structure of the 

Dospert: Is There Evidence for a General Risk Factor?: Structure of 



 

Page 62 

 

DOSPERT. Journal of Behavioral Decision Making, 30(2), 400–406. 

https://doi.org/10.1002/bdm.1953 

Hoffman, R. M., Borders, L., & Hattie, J. (2000). Reconceptualizing femininity 

and masculinity: From gender roles to gender self-confidence. Journal of 

Social Behavior and Personality, 15, 475–503. 

Hollenbeck, J. R., & Wright, P. M. (2017). Harking, Sharking, and Tharking: 

Making the Case for Post Hoc Analysis of Scientific Data. Journal of 

Management, 43(1), 5–18. https://doi.org/10.1177/0149206316679487 

Holt, C. A., & Laury, S. K. (2002). Risk Aversion and Incentive Effects. 

American Economic Review, 92(5), 1644–1655. 

https://doi.org/10.1257/000282802762024700 

Horvath, P., & Zuckerman, M. (1993). Sensation seeking, risk appraisal, and risky 

behavior. Personality and Individual Differences, 14(1), 41–52. 

https://doi.org/10.1016/0191-8869(93)90173-Z 

Hoskisson, R. E., Chirico, F., Zyung, J. (Daniel), & Gambeta, E. (2017). 

Managerial Risk Taking: A Multitheoretical Review and Future Research 

Agenda. Journal of Management, 43(1), 137–169. 

https://doi.org/10.1177/0149206316671583 

Hsu, N., Badura, K. L., Newman, D. A., & Speach, M. E. P. (2021). Gender, 

“masculinity,” and “femininity”: A meta-analytic review of gender 

differences in agency and communion. Psychological Bulletin, 147(10), 

987–1011. https://doi.org/10.1037/bul0000343 

Huber, O., & Kunz, U. (2007). Time pressure in risky decision-making: Effect on 

risk defusing. Psychology Science, 49(4), 415. 



 

Page 63 

 

Hurley, D., & Choudhary, A. (2020). Role of gender and corporate risk taking. 

Corporate Governance: The International Journal of Business in Society, 

20(3), 383–399. https://doi.org/10.1108/CG-10-2018-0313 

Johnson, R. B., & Christensen, L. (2014). Educational research: Quantitative, 

Qualitative, and Mixed Approaches (5th ed.). Sage Publications, 

Incorporated. 

Kahneman, D. (2012). Thinking, fast and slow. Penguin Books. 

Kahneman, D., & Tversky, A. (1979). Prospect Theory: An Analysis of Decision 

under Risk. Econometrica, 47(2), 263. https://doi.org/10.2307/1914185 

Kannadhasan, M. (2015). Retail investors’ financial risk tolerance and their risk-

taking behaviour: The role of demographics as differentiating and 

classifying factors. IIMB Management Review, 27(3), 175–184. 

https://doi.org/10.1016/j.iimb.2015.06.004 

Kirchler, M., Andersson, D., Bonn, C., Johannesson, M., Sørensen, E. Ø., Stefan, 

M., Tinghög, G., & Västfjäll, D. (2017). The effect of fast and slow 

decisions on risk taking. Journal of Risk and Uncertainty, 54(1), 37–59. 

https://doi.org/10.1007/s11166-017-9252-4 

Kirkcaldy, B., & Furnham, A. (1993). Predictors of Beliefs about Money. 

Psychological Reports, 73(3_suppl), 1079–1082. 

https://doi.org/10.2466/pr0.1993.73.3f.1079 

Kocher, M. G., Pahlke, J., & Trautmann, S. T. (2013). Tempus Fugit: Time 

Pressure in Risky Decisions. Management Science, 59(10), 2380–2391. 

https://doi.org/10.1287/mnsc.2013.1711 

Koenig, A. M., & Eagly, A. H. (2014). Evidence for the social role theory of 

stereotype content: Observations of groups’ roles shape stereotypes. 



 

Page 64 

 

Journal of Personality and Social Psychology, 107(3), 371–392. 

https://doi.org/10.1037/a0037215 

Lejuez, C. W., Read, J. P., Kahler, C. W., Richards, J. B., Ramsey, S. E., Stuart, 

G. L., Strong, D. R., & Brown, R. A. (2002). Evaluation of a behavioral 

measure of risk taking: The Balloon Analogue Risk Task (BART). Journal 

of Experimental Psychology: Applied, 8(2), 75–84. 

https://doi.org/10.1037/1076-898X.8.2.75 

Lighthall, N. R., Mather, M., & Gorlick, M. A. (2009). Acute Stress Increases Sex 

Differences in Risk Seeking in the Balloon Analogue Risk Task. PLoS 

ONE, 4(7), e6002. https://doi.org/10.1371/journal.pone.0006002 

Lott, B., & Maluso, D. (2001). Gender development. In J. Worell (Ed.), 

Encyclopedia of women and gender: Sex similarities and differences and 

the impact of society on gender. Academic Press. 

MacCrimmon, K. R., & Wehrung, D. A. (1986). Assessing Risk Propensity. In L. 

Daboni, A. Montesano, & M. Lines (Eds.), Recent Developments in the 

Foundations of Utility and Risk Theory (pp. 291–309). Springer 

Netherlands. https://doi.org/10.1007/978-94-009-4616-3_19 

Madan, C. R., Spetch, M. L., & Ludvig, E. A. (2015). Rapid makes risky: Time 

pressure increases risk seeking in decisions from experience. Journal of 

Cognitive Psychology, 27(8), 921–928. 

https://doi.org/10.1080/20445911.2015.1055274 

Marshall, G. (2005). The purpose, design and administration of a questionnaire 

for data collection. Radiography, 11(2), 131–136. 

https://doi.org/10.1016/j.radi.2004.09.002 

McClelland, D. C. (1989). Motivational factors in health and disease. American 

Psychologist, 44(4), 675–683. https://doi.org/10.1037/0003-066X.44.4.675 



 

Page 65 

 

Meier-Pesti, K., & Penz, E. (2008). Sex or gender? Expanding the sex-based view 

by introducing masculinity and femininity as predictors of financial risk 

taking. Journal of Economic Psychology, 29(2), 180–196. 

https://doi.org/10.1016/j.joep.2007.05.002 

Miller, D. C., & Byrnes, J. P. (1997). The role of contextual and personal factors 

in children’s risk taking. Developmental Psychology, 33(5), 814–823. 

https://doi.org/10.1037/0012-1649.33.5.814 

Mishra, S. (2014). Decision-Making Under Risk: Integrating Perspectives From 

Biology, Economics, and Psychology. Personality and Social Psychology 

Review, 18(3), 280–307. https://doi.org/10.1177/1088868314530517 

Montford, W., & Goldsmith, R. E. (2016). How gender and financial self-efficacy 

influence investment risk taking: Investment risk taking. International 

Journal of Consumer Studies, 40(1), 101–106. 

https://doi.org/10.1111/ijcs.12219 

Morawski, J. G. (1987). The troubled quest for masculinity, femininity, and 

androgyny. Review of Personality and Social Psychology, 7, 44–69. 

Mori, M., Nakashima, Y., Yamazaki, Y., & Kurita, H. (2002). Sex-role 

orientation, marital status and mental health in working women. Archives 

of Women’s Mental Health, 5(4), 161–176. 

https://doi.org/10.1007/s00737-002-0148-0 

Nicholson, N., Soane, E., Fenton‐O’Creevy, M., & Willman, P. (2005). 

Personality and domain‐specific risk taking. Journal of Risk Research, 

8(2), 157–176. https://doi.org/10.1080/1366987032000123856 

Act relating to equality and a prohibition against discrimination, LOV-2017-06-

16-51 § 2 (2018). 



 

Page 66 

 

Olschewski, S., & Rieskamp, J. (2021). Distinguishing three effects of time 

pressure on risk taking: Choice consistency, risk preference, and strategy 

selection. Journal of Behavioral Decision Making, 34(4), 541–554. 

https://doi.org/10.1002/bdm.2228 

Oxford University Press. (2023, May 22). Search Oxford Advanced Learner’s 

Dictionary. Osford Learner’s Dictionaries. 

https://www.oxfordlearnersdictionaries.com/ 

Pandey, N., Bhatnagar, M., & Ghosh, D. (2021). An analysis of critical success 

factors towards sustainable supply chain management – in the context of 

an engine manufacturing industry. International Journal of Sustainable 

Engineering, 14(6), 1496–1508. 

https://doi.org/10.1080/19397038.2021.1966128 

Pawlowski, B., Atwal, R., & Dunbar, R. I. M. (2008). Sex Differences in 

Everyday Risk-Taking Behavior in Humans. Evolutionary Psychology, 

6(1), 147470490800600. https://doi.org/10.1177/147470490800600104 

Pielke, R. A. (2013). Climate vulnerability: Understanding and addressing 

threats to essential resources. Academic Press/Elsevier. 

Podsakoff, P. M., MacKenzie, S. B., Lee, J.-Y., & Podsakoff, N. P. (2003). 

Common method biases in behavioral research: A critical review of the 

literature and recommended remedies. Journal of Applied Psychology, 

88(5), 879–903. https://doi.org/10.1037/0021-9010.88.5.879 

Pryzgoda, J., & Chrisler, J. C. (2000). Definitions of Gender and Sex: The 

Subtleties of Meaning. Sex Roles, 43(7/8), 553–569. 

https://doi.org/10.1023/A:1007123617636 



 

Page 67 

 

Ravinder, S. (1987). An empirical investigation of Garnets and Pleck’s Sex Role 

Strain Analysis. Sex Roles, 16(3–4), 165–179. 

https://doi.org/10.1007/BF00289647 

Reiss, J., & Sprenger, J. (2014). Scientific objectivity. 

Roberti, J. W. (2004). A review of behavioral and biological correlates of 

sensation seeking. Journal of Research in Personality, 38(3), 256–279. 

https://doi.org/10.1016/S0092-6566(03)00067-9 

Rolison, J. J., Hanoch, Y., Wood, S., & Liu, P.-J. (2014). Risk-Taking Differences 

Across the Adult Life Span: A Question of Age and Domain. The Journals 

of Gerontology: Series B, 69(6), 870–880. 

https://doi.org/10.1093/geronb/gbt081 

Rui, Y., & Sherman, H. (2005). The Effect of Gender and Marital Status on 

Financial Risk Tolerance. Journal of Personal Finance, 4, 66–85. 

Saad, G., & Gill, T. (2000). Applications of evolutionary psychology in 

marketing. Psychology and Marketing, 17(12), 1005–1034. 

https://doi.org/10.1002/1520-6793(200012)17:12<1005::AID-

MAR1>3.0.CO;2-H 

Sander, E. (Libby) J., Caza, A., & Jordan, P. J. (2019). Psychological perceptions 

matter: Developing the reactions to the physical work environment scale. 

Building and Environment, 148, 338–347. 

https://doi.org/10.1016/j.buildenv.2018.11.020 

Sikt. (n.d.). Meldeskjema for personopplysninger i forskning. Retrieved June 1, 

2023, from https://sikt.no/fylle-ut-meldeskjema-personopplysninger 

Simon, H. A. (1957). Models of Man: Social and Rational- Mathematical Essays 

on Rational Human Behavior in a Social Setting. Wiley. 



 

Page 68 

 

Sitkin, S. B., & Weingart, L. R. (1995). DETERMINANTS OF RISKY 

DECISION-MAKING BEHAVIOR: A TEST OF THE MEDIATING 

ROLE OF RISK PERCEPTIONS AND PROPENSITY. Academy of 

Management Journal, 38(6), 1573–1592. https://doi.org/10.2307/256844 

Sjöberg, L., & Engelberg, E. (2009). Attitudes to Economic Risk Taking, 

Sensation Seeking and Values of Business Students Specializing in 

Finance. Journal of Behavioral Finance, 10(1), 33–43. 

https://doi.org/10.1080/15427560902728712 

Spence, J. T., Helmreich, R., & Stapp, J. (1975). Ratings of self and peers on sex 

role attributes and their relation to self-esteem and conceptions of 

masculinity and femininity. Journal of Personality and Social Psychology, 

32(1), 29–39. https://doi.org/10.1037/h0076857 

Spence, J. T., Spence, J. T., & Helmreich, R. L. (1979). Masculinity & femininity: 

Their psychological dimensions, correlates, & antecedents (1. paperback 

print). Univ. of Texas Press. 

Statista. (2022). Number of countries with women in highest position of executive 

power 1960-2022. Statista. 

https://www.statista.com/statistics/1058345/countries-with-women-

highest-position-executive-power-since-1960/ 

Stephenson, M. T., Hoyle, R. H., Palmgreen, P., & Slater, M. D. (2003). Brief 

measures of sensation seeking for screening and large-scale surveys. Drug 

and Alcohol Dependence, 72(3), 279–286. 

https://doi.org/10.1016/j.drugalcdep.2003.08.003 

Taherdoost, H. (2017). Determining Sample Size; How to Calculate Survey 

Sample Size. 



 

Page 69 

 

Tavakol, M., & Dennick, R. (2011). Making sense of Cronbach’s alpha. 

International Journal of Medical Education, 2, 53–55. 

https://doi.org/10.5116/ijme.4dfb.8dfd 

Terman, L. M., & Miles, C. C. (1936). Sex and personality: Studies in masculinity 

and femininity. (pp. xi, 600). McGraw-Hill. 

Tversky, A., & Kahneman, D. (1981). The Framing of Decisions and the 

Psychology of Choice. Science, 211(4481), 453–458. 

https://doi.org/10.1126/science.7455683 

Twenge, J. M. (1997). Changes in masculine and feminine traits over time: A 

meta-analysis. Sex Roles, 36(5–6), 305–325. 

https://doi.org/10.1007/BF02766650 

Twenge, J. M. (2001). Changes in women’s assertiveness in response to status and 

roles: A cross-temporal meta-analysis, 1931–1993. Journal of Personality 

and Social Psychology, 81(1), 133–145. https://doi.org/10.1037/0022-

3514.81.1.133 

Watson, J. & Mark McNaughton. (2007). Gender Differences in Risk Aversion 

and Expected Retirement Benefits. Financial Analysts Journal, 63(4), 52–

62. JSTOR. 

Wong, A., & Carducci, B. J. (1991). Sensation seeking and financial risk taking in 

everyday money matters. Journal of Business and Psychology, 5(4), 525–

530. https://doi.org/10.1007/BF01014500 

Wood, W., & Eagly, A. H. (2002). A cross-cultural analysis of the behavior of 

women and men: Implications for the origins of sex differences. 128(5), 

699–727. https://doi.org/10.1037/0033-2909.128.5.699 



 

Page 70 

 

Xie, Z., Page, L., & Hardy, B. (2017). Investigating Gender Differences under 

Time Pressure in Financial Risk Taking. Frontiers in Behavioral 

Neuroscience, 11, 246. https://doi.org/10.3389/fnbeh.2017.00246 

Yang, T.-M., & Maxwell, T. A. (2011). Information-sharing in public 

organizations: A literature review of interpersonal, intra-organizational 

and inter-organizational success factors. Government Information 

Quarterly, 28(2), 164–175. https://doi.org/10.1016/j.giq.2010.06.008 

Yates, J. F., & Stone, E. R. (1992). The risk construct. In Risk-taking behavior. 

(pp. 1–25). John Wiley & Sons. 

Zabel, K. L., Christopher, A. N., Marek, P., Wieth, M. B., & Carlson, J. J. (2009). 

Mediational effects of sensation seeking on the age and financial risk-

taking relationship. Personality and Individual Differences, 47(8), 917–

921. https://doi.org/10.1016/j.paid.2009.07.016 

Zhang, D. C., Highhouse, S., & Nye, C. D. (2018). Development and validation of 

the General Risk Propensity Scale (GRiPS). Journal of Behavioral 

Decision Making, 32(2), 152–167. https://doi.org/10.1002/bdm.2102 

Zuckerman, M. (1979). Sensation Seeking and Risk Taking. In C. E. Izard (Ed.), 

Emotions in Personality and Psychopathology (pp. 161–197). Springer 

US. https://doi.org/10.1007/978-1-4613-2892-6_7 

Zuckerman, M. (1996). Item revisions in the Sensation Seeking Scale Form V 

(SSS-V). Personality and Individual Differences, 20(4), 515. 

https://doi.org/10.1016/0191-8869(95)00195-6 

Zuckerman, M. (2015). Sensation seeking: Beyond the optimal level of arousal. 

Psychology Press, Taylor & Francis Group. 



 

Page 71 

 

Zur, H., & Breznitz, S. J. (1981). The effect of time pressure on risky choice 

behavior. Acta Psychologica, 47(2), 89–104. https://doi.org/10.1016/0001-

6918(81)90001-9 

 

 

 

  



 

Page 72 

 

Appendices 

Appendix A: Qualtrics Survey 
 

Start of Block: Introduction 
 
T1 Dear participant, 
 
Judgment and Decision Making, specifically risk-taking, is inherent to our 
everyday lives – in private and in organizational contexts. Research has found 
that individuals may differ in their risk-taking behavior with sex and gender 
playing a central role (e.g., Demaree et al., 2008; Charness & Gneezy, 2012; 
Croson & Gneezy, 2009; Eckel & Grossman, 2002). 
 
As part of our Master Thesis, we conduct a survey to examine the differences in 
financial risk-taking behavior between men and women. Your participation is very 
important to better understand this topic. 
 
Our survey takes approximately 5-10 minutes to complete. Please, ensure that 
you are well-rested, focused, and in a calm and well-lighted environment when 
completing the questionnaire. Please be reminded that there is no right or wrong 
answer and it is important that you record your first intuitive answer. 
 
No individual identification information will be collected in this survey. The 
participation in the survey is anonymous and your data will be handled 
confidentially. Your participation is voluntary. There will be no negative 
consequences for you if you choose not to participate or later decide to withdraw. 
 
Thank you for your interest in our research project! 
 
Anna Maria Mohr and Aleksandra Stranden 
M.Sc. Leadership & Organizational Psychology, BI Norwegian Business School 
s2112047@bi.no and s1816415@bi.no 
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End of Block: Introduction  
Start of Block: Gender 
 
T2 In this first part of the survey, you will be presented with a list of 
characteristics. 
Please, indicate for each characteristic how well it describes you. 
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Q1 How well do the following characteristics describe you? 
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Never 
or 

almos
t 

never 
true 

Very 
rarely 
true 

Rarely 
true 

Neutr
al 

Somet
imes 
true 

Often 
true 

Alway
s or 

almos
t 

alway
s true 

Assertive  o  o  o  o  o  o  o  
Leadership 

ability  o  o  o  o  o  o  o  

Dominant  o  o  o  o  o  o  o  
Strong 

personality  o  o  o  o  o  o  o  

Forceful  o  o  o  o  o  o  o  

Aggressive  o  o  o  o  o  o  o  
Willingness to 
take a stand  o  o  o  o  o  o  o  

Independent  o  o  o  o  o  o  o  
Defends own 

beliefs  o  o  o  o  o  o  o  
Willingness to 

take risks  o  o  o  o  o  o  o  

Understanding  o  o  o  o  o  o  o  

Sympathetic  o  o  o  o  o  o  o  
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Eager to soothe 
hurt feelings  o  o  o  o  o  o  o  
Sensitive to 

others' needs  o  o  o  o  o  o  o  

Compassionate  o  o  o  o  o  o  o  

Loves children  o  o  o  o  o  o  o  

Affectionate  o  o  o  o  o  o  o  

Gentle  o  o  o  o  o  o  o  

Warm  o  o  o  o  o  o  o  

Tender  o  o  o  o  o  o  o  
Conscientiousn

ess  o  o  o  o  o  o  o  

Moody  o  o  o  o  o  o  o  

Reliable  o  o  o  o  o  o  o  

Jealous  o  o  o  o  o  o  o  

Conventional  o  o  o  o  o  o  o  

Tactful  o  o  o  o  o  o  o  
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Conceited  o  o  o  o  o  o  o  

Secretive  o  o  o  o  o  o  o  

Truthful  o  o  o  o  o  o  o  

Adaptable  o  o  o  o  o  o  o  
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Explanation of terms Explanation of terms 
  
 Adaptable = able or willing to change in order to suit different conditions 
 Affectionate = showing feelings of liking or love 
 Aggressive = showing anger and a willingness to attack other people 
 Assertive = behaving confidently and not being frightened to say what you want 
or believe 
 Compassionate = feeling or showing sympathy and sadness for the suffering or 
bad luck of others, and wanting to help them 
 Conceited = too proud of yourself and your actions and abilities 
 Conscientiousness = the quality of working hard and being careful 
 Conventional = traditional and ordinary 
 Dominant = being more important, strong, or noticeable than others 
 Eager to soothe hurt feelings = to make someone feel calm or less worried 
when their feelings have been hurt 
 Forceful = expressing opinions strongly and demanding attention or action 
 Gentle = calm, kind, or soft 
 Jealous = upset and angry because someone that you love seems interested in 
another person 
 Leadership ability = having a set of characteristics that make a good leader 
 Loves children = to like children very much 
 Moody = when your moods change suddenly and you become angry or 
unhappy easily 
 Reliable = behaving in an expected way, being trustworthy, and believable 
 Secretive = hiding your feelings, thoughts, intentions, and actions from other 
people 
 Sensitive to others' needs = dealing with others' needs carefully in order to 
avoid upsetting them 
 Strong personality = being sure of yourself and powerful 
 Sympathetic = understanding and caring about someone else's suffering 
 Tactful = being careful not to say or do anything that could upset someone 
 Tender = gentle, loving, or kind 
 Truthful = being honest and not containing or telling any lies 
 Understanding = being knowledgable about a subject, situation, etc. or about 
how something works 
 Warm = friendly and loving 
 Willingness to take a stand = being willing to defend ideas and other people 
  
 source: Cambridge Dictionary 
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End of Block: Gender  
Start of Block: Risk-taking behavior - Experimental group 
 
Instructions In the following, you will be presented with different investment 
scenarios. 
 
In each scenario, you will have the choice between two investment options 
(Option A and Option B). While the investment sum is the same for both options, 
they have different probabilities and profits attached. 
 
Please, choose the option that you think will maximize your profits. 
 
You have limited time to choose an option. The time will be counted down on a 
timer at the top of the page. 
 
 
 
Example: Which investment option do you choose? 

o Option A: 0% probability of gaining $200 and 100% probability of gaining 

$160  

o Option B: 0% probability of gaining $385 and 100% probability of gaining 

$10  
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Decision 1: Which investment option do you choose? 

o Option A: 10% probability of gaining $200 and 90% probability of gaining 

$160  

o Option B: 10% probability of gaining $385 and 90% probability of gaining 

$10  
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Decision 2: Which investment option do you choose? 

o Option A: 20% probability of gaining $200 and 80% probability of gaining 

$160  

o Option B: 20% probability of gaining $385 and 80% probability of gaining 

$10  
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Page Break  
 
 

 

 
 
Decision 3: Which investment option do you choose? 

o Option A: 30% probability of gaining $200 and 70% probability of gaining 

$160  

o Option B: 30% probability of gaining $385 and 70% probability of gaining 

$10  

 

 
Page Break  
 
 

 

 
 
Decision 4: Which investment option do you choose? 

o Option A: 40% probability of gaining $200 and 60% probability of gaining 

$160  

o Option B: 40% probability of gaining $385 and 60% probability of gaining 

$10  
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Page Break  
 

 

 
 
Decision 5: Which investment option do you choose? 

o Option A: 50% probability of gaining $200 and 50% probability of gaining 

$160  

o Option B: 50% probability of gaining $385 and 50% probability of gaining 

$10  

 

 
Page Break  
 

 

 
 
Decision 6: Which investment option do you choose? 

o Option A: 60% probability of gaining $200 and 40% probability of gaining 

$160  

o Option B: 60% probability of gaining $385 and 40% probability of gaining 

$10  
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Page Break  
 

 

 
 
Decision 7: Which investment option do you choose? 

o Option A: 70% probability of gaining $200 and 30% probability of gaining 

$160  

o Option B: 70% probability of gaining $385 and 30% probability of gaining 

$10  
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Decision 8: Which investment option do you choose? 

o Option A: 80% probability of gaining $200 and 20% probability of gaining 

$160  

o Option B: 80% probability of gaining $385 and 20% probability of gaining 

$10  
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Page Break  
 

 

 
 
Decision 9: Which investment option do you choose? 

o Option A: 90% probability of gaining $200 and 10% probability of gaining 

$160  

o Option B: 90% probability of gaining $385 and 10% probability of gaining 

$10  
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Decision 10: Which investment option do you choose? 

o Option A: 100% probability of gaining $200 and 0% probability of gaining 

$160  

o Option B: 100% probability of gaining $385 and 0% probability of gaining 

$10  
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Manipulation check 1: Do you believe you had enough time to make a good 
choice? 

o Not at all  

o Somewhat not  

o Neutral  

o Somewhat  

o Very much  

 
 
Manipulation check 2: Do you believe you had enough time to carefully evaluate 
each option available? 

o Not at all  

o Somewhat not  

o Neutral  

o Somewhat  

o Very much  

 
Manipulation check 3: How pressured did you feel while making your decision? 

o Not at all  

o Somewhat not  

o Neutral  

o Somewhat  

o Very much  
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End of Block: Risk-taking behavior - Experimental group  
Start of Block: Risk-taking behavior - Control group 
 
Instructions In the following, you will be presented with different investment 
scenarios. 
 
In each scenario, you will have the choice between two investment options 
(Option A and Option B). While the investment sum is the same for both options, 
they have different probabilities and profits attached. 
 
Please, choose the option that you think will maximize your profits. 
 

 
 
Example: Which investment option do you choose? 

o Option A: 0% probability of gaining $200 and 100% probability of gaining 

$160  

o Option B: 0% probability of gaining $385 and 100% probability of gaining 

$10  
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Decision 1: Which investment option do you choose? 

o Option A: 10% probability of gaining $200 and 90% probability of gaining 

$160  

o Option B: 10% probability of gaining $385 and 90% probability of gaining 

$10  
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Decision 2 Which investment option do you choose? 

o Option A: 20% probability of gaining $200 and 80% probability of gaining 

$160  

o Option B: 20% probability of gaining $385 and 80% probability of gaining 

$10  
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Decision 3 Which investment option do you choose? 

o Option A: 30% probability of gaining $200 and 70% probability of gaining 

$160  

o Option B: 30% probability of gaining $385 and 70% probability of gaining 

$10  
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Decision 4 Which investment option do you choose? 

o Option A: 40% probability of gaining $200 and 60% probability of gaining 

$160  

o Option B: 40% probability of gaining $385 and 60% probability of gaining 

$10  

 

 
Page Break  
 
Decision 5 Which investment option do you choose? 

o Option A: 50% probability of gaining $200 and 50% probability of gaining 

$160  

o Option B: 50% probability of gaining $385 and 50% probability of gaining 

$10  
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Decision 6 Which investment option do you choose? 

o Option A: 60% probability of gaining $200 and 40% probability of gaining 

$160  

o Option B: 60% probability of gaining $385 and 40% probability of gaining 

$10  
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Decision 7 Which investment option do you choose? 

o Option A: 70% probability of gaining $200 and 30% probability of gaining 

$160  

o Option B: 70% probability of gaining $385 and 30% probability of gaining 

$10  
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Decision 8 Which investment option do you choose? 

o Option A: 80% probability of gaining $200 and 20% probability of gaining 

$160  

o Option B: 80% probability of gaining $385 and 20% probability of gaining 

$10  
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Decision 9 Which investment option do you choose? 

o Option A: 90% probability of gaining $200 and 10% probability of gaining 

$160  

o Option B: 90% probability of gaining $385 and 10% probability of gaining 

$10  
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Decision 10 Which investment option do you choose? 

o Option A: 100% probability of gaining $200 and 0% probability of gaining 

$160  

o Option B: 100% probability of gaining $385 and 0% probability of gaining 

$10  
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Manipulation check 1: Do you believe you had enough time to make a good 
choice? 

o Not at all  

o Somewhat not  

o Neutral  

o Somewhat  

o Very much  

 
 
Manipulation check 2: Do you believe you had enough time to carefully evaluate 
each option available? 

o Not at all  

o Somewhat not  

o Neutral  

o Somewhat  

o Very much  

 
Manipulation check 3: How pressured did you feel while making your decision? 

o Not at all  

o Somewhat not  

o Neutral  

o Somewhat  

o Very much  
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End of Block: Risk-taking behavior - Control group  
Start of Block: Control variable - Instructions 
 
T3 Next, you will be presented with a series of statements concerning your 
preference for new / exciting activities. 
Please, indicate how much you agree or disagree with the statements. 
 

End of Block: Control variable - Instructions  
Start of Block: Control variable - Sensation-seeking 
 
Q8 I enjoy participating in unsafe activities. 

o Strongly disagree  

o Disagree  

o Neutral  

o Agree  

o Strongly agree  
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Q9 I don't enjoy trying new things. 

o Strongly disagree  

o Disagree  

o Neutral  

o Agree  

o Strongly agree  
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Q10 I think it is important to try as many new things as I can. 

o Strongly disagree  

o Disagree  

o Neutral  

o Agree  

o Strongly agree  
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Q11 I do things even if I know that doing them will get me in trouble. 

o Strongly disagree  

o Disagree  

o Neutral  

o Agree  

o Strongly agree  
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Q12 I love challenging myself with new and interesting tasks. 

o Strongly disagree  

o Disagree  

o Neutral  

o Agree  

o Strongly agree  
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Q13 I think that excitement is more important than safety. 

o Strongly disagree  

o Disagree  

o Neutral  

o Agree  

o Strongly agree  
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Q14 I have most fun when I am doing risky or dangerous things. 

o Strongly disagree  

o Disagree  

o Neutral  

o Agree  

o Strongly agree  
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Q15 I rarely do things that seem risky. 

o Strongly disagree  

o Disagree  

o Neutral  

o Agree  

o Strongly agree  
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Q16 I like to experience anything and everything I can. 

o Strongly disagree  

o Disagree  

o Neutral  

o Agree  

o Strongly agree  
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Q17 I like to explore new areas. 

o Strongly disagree  

o Disagree  

o Neutral  

o Agree  

o Strongly agree  
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End of Block: Control variable - Sensation-seeking  
Start of Block: Demographics 
 
T4 In this last part of the survey, you will be asked to answer some questions 
regarding your demographics. 
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Q18 Sex 

o Male  

o Female  

o Other  

o Prefer not to say  

 

 
 
Q19 Age (in years) 

_____________________________________________________________ 

 
 
Q20 Civil status 

o Single  

o Registered partnership  

o Married  

o Seperated  

o Divorced  

o Widowed  
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Q21 Highest educational degree 

o No degree  

o High school diploma (or similar)  

o Bachelor (or similar)  

o Master (or similar)  

o PhD (or similar)  

o Vocational degree  

 
 
Q22 Occupation 

o Student  

o Employed  

o Self-employed  

o Unemployed  

o Other  

 
 
Q23 Area of study 

▼ Agriculture, forestry, & environment ... Other 

 

 
 
Q24 Area of occupation 

▼ Agriculture, forestry, & environment ... Other 
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Q25 Yearly income (in NOK) 

o 0 - 199,999 NOK  

o 200,000 - 499,999 NOK  

o 500,000 - 999,999 NOK  

o 1,000,000 - 1,499,999 NOK  

o > 1,500,000 NOK  

 

End of Block: Demographics  
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Appendix B: Areas of Study and Work 

Agriculture, forestry, & environment 

Anthropology 

Architecture & Design 

Biology 

Business 

Chemistry 

Computer science 

Culinary arts 

Economics 

Education 

Engineering & technology 

Geography 

History 

Human physical performance & recreation 

Journalism, media studies, & communication 

Linguistics & languages 

Literature 

Law 

Mathematics & logic 

Medicine 

Military science 

Performing arts 

Philosophy 

Physics 

Political science 

Psychology 

Public administration 

Religion 

Social work 

Sociology 

Visual arts 

Other 

 




