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Abstract 

Purpose – Climate change, mainly caused by greenhouse gas emissions (GHG), 

has become one of the most significant challenges facing humanity. Meanwhile, 

carbon dioxide (CO2) emissions are recognized as the primary contributor to GHG. 

Therefore, reducing CO2 emissions plays a pivotal role in addressing climate 

change and global warming. CO2 capture, transportation and storage (CCS) 

emerges as a promising way to remove CO2 emissions from the atmosphere, 

especially those emitted from hard-to-abate industries. Although CCS has gained 

significant attention in recent years, its implementation remains limited. Thus, the 

objective of this thesis is to explore the design of an economically effective large-

scale CCS supply chain network at a national level while concurrently fulfilling 

different emissions reduction targets. 

Methodology – A combination of model-based quantitative and qualitative 

methods with a case study design was employed. Both secondary data and primary 

data were collected and analyzed. A total of 9 interviews were conducted with 

experts in CCS and SCND for CCS. 

Findings – By using a mixed integer linear programming and bi-objective 

optimization framework, minimum-cost supply chain networks are here designed 

to meet different CO2 avoidance targets in Norway. The research identifies the 

twenty most significant CO2 emitters in the land-based industry and includes them 

as potential candidates for capture. Techno-economic representations of capture 

units across various sectors and transport modes are incorporated. The results 

determine optimal supply chain configurations in terms of the selection and sizing 

of capture units, selection of transport modes among ship, truck and pipeline, and 

CO2 transport routes. 

As the target of CO2 avoidance increases from 0.5 Mt/year to its maximum 

attainable value equivalent to 7.98 Mt/year, the resulting minimum cost for the 

network increases from 21.4 to 938.7 M€/year. On average, the capture cost 

constitutes the main part of the total cost at 52%, followed by the storage cost at 

30% and the transport cost at 17%. Furthermore, it is suggested that a carbon tax 

should be set to be at least 75.3 €/tCO2 for avoiding just above 50% of total current 

emissions from considered sources. Regarding the selection of CO2 sources, four 

criteria are found to affect the optimal network, which are unitary capture cost, 
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location, size of CO2 emissions, and capture efficiency. 

The study also shows that the emissions of the system are consistently below 1% of 

the total CO2 stored. Moreover, it emphasizes the dominance of the pipeline 

transport, but only for distances under 420km. In contrast, truck transport and ship 

transport present a minor role in the CCS transport network. Trucks are cost-optimal 

for only small amounts of CO2 and short distances, while ships are applied only 

when higher carbon reduction targets require capturing CO2 from more distant parts 

of the system. 

Research Limitations – Firstly, this research faced limitations in obtaining 

responses from practitioners while attempting to collect data relevant to the 

Norwegian context. Secondly, time-dependent factors and uncertainties were not 

addressed in the model. Finally, the scale effects of the plant size on the capture 

cost and the distinction between onshore and offshore pipelines were not examined. 

Keywords – SCND, CCS, CCS network, CCS supply chain network design, CO2 

capture, transport and storage. 
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1. Introduction 

1.1. Background 

1.1.1. Greenhouse gas and climate change 

Anthropogenic greenhouse gas (GHG) emissions have been recognized as the main 

culprit of global warming and climate change. The greater GHG emissions, the 

more severe the warming and its associated consequences. These consequences 

comprise sea level rise and a higher incidence of extreme weather events such as 

destructive storms, heat waves, bushfires, droughts and floods, which in turn pose 

a dire threat to food production, human health and businesses worldwide (European 

Commission, n.d.-a). Assessment of observed changes at a global scale 

demonstrates that there is a discernible impact of human-caused climate change on 

many physical and biological systems on all continents and in most oceans 

(Rosenzweig et al., 2007). 

The emissions of GHG are mainly composed of carbon dioxide (CO2), nitrous oxide 

(N2O), methane (CH4) and fluorinated gases, of which CO2 is the most abundant 

and accounts for about 76 percent (Center for Climate and Energy Solutions, n.d.). 

Global CO2 emissions have experienced an exponential increase since pre-industrial 

period, causing acceleration of global warming. More specifically, CO2 emissions 

rose slowly from 2 Gt/year in 1850 to about 5 Gt/year in the mid-20th century before 

skyrocketing to over 35 Gt/year in 2022 (NOAA, 2023b). The annual report from 

NOAA’s Global Monitoring Lab indicates that despite pandemic dip, the global 

average atmospheric CO2 set a new record high in 2022: 417.06 parts per million 

(ppm), 50% higher than pre-industrial levels (NOAA, 2023a). To mitigate global 

temperature change, huge efforts are therefore needed to limit the concentration of 

CO2 in the atmosphere. 

The impact of GHG on the climate already raised some concerns in 1988 with the 

establishment of The Intergovernmental Panel on Climate Change (IPCC) (IPCC, 

n.d.), but only after the Kyoto Protocol’s foundation in 1997 with the participation 

of 192 Parties was the first treat for reduction of GHG emissions conducted (IEA, 

2016). This laid a basis for the Paris Agreement - the first universal and legally 

binding treaty on climate change to be adopted in 2015. Accordingly, 196 Parties 

agreed in keeping the global average temperature increase to well below 2°C 

compared to pre-industrial levels and pursuing efforts to limit the increase to 1.5°C 
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by 2050 so that the climate-related impacts and risks for natural and human systems 

are minimized (UNFCCC, n.d.; IPCC, 2018). Pathways achieving this aim require 

a substantial reduction in CO2 emissions in all sectors, especially in energy and 

industry, given that they are responsible for about 60% of total anthropogenic CO2 

emissions worldwide (United Nations, 2015; IEA, 2020). In Europe, power 

generation, iron and steel production, cement production and oil refining currently 

contribute to the biggest quotas of CO2 emissions from stationary sources (d’Amore 

et al., 2021a). 

1.1.2. Mitigation options and CCS 

In 2005, the EU Emissions Trading System (ETS) was launched, allowing power 

and industrial plants to trade their GHG emission allowances. This scheme sets a 

cap on and gives a price to CO2 emissions, thereby incentivizing the industries to 

diminish their emissions (European Commission, n.d.-b). Various strategies for  

CO2 reduction while meeting growing energy demand have been proposed and 

applied, which include employing geoengineering approaches such as afforestation 

and reforestation (Leung et al., 2014), enhancing plant efficiency through utilizing 

more advanced technologies with the same fuel amount (IPCC, 2007), partly 

replacing existing fossil fuel power plants by nuclear power plants that consume 

much smaller quantities of fuels (IEA, 2006), using renewable energy sources to 

provide electricity (from hydro, solar, wind, bio-energy and geo-thermal 

generation) or heat (from solar, biomass or geo-thermal) (EEA, 2017), and applying 

carbon capture and storage (CCS) system. 

Among above-mentioned options, CCS has received increasing attention 

particularly following the IPCC report in 2005 about this technology (IPCC, 2005). 

In more recent reports of IPCC, the potential of CCS in reducing CO2 emissions has 

also been given credence to (IPCC, 2018). While it is technically feasible and 

expected to happen in the near future for the power sector to transition towards 

renewable or low carbon sources, CCS is considered as the only option to achieve 

a long-term and significant decarbonization of hard-to-abate industries such as 

cement, aluminium, iron and steel, refineries and chemicals manufacture (European 

Commission, 2020). As these industries have inherent CO2 emissions coming from 

energy-intensive industry process itself, alternative mitigation options might be 

very expensive or never exist (Global CCS Institute, 2017). The fifth report of IPCC 

(2015) indicates that the global costs of keeping the temperature increase below 
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2°C could be more than twice as high without CCS. Besides, in such areas as 

Europe, technological upper limits have been reached regarding energy efficiency, 

making CCS even more important. When fully implemented, CCS might contribute 

to the reduction of at least 20% of global CO2 emissions by 2050. 

The general concept of CCS is to prevent CO2 emissions generated from stationary 

sources from entering the atmosphere by storing it permanently underground. 

Particularly, CCS includes three echelons: capture, transportation and storage 

(IPCC, 2005). The first echelon involves separating CO2 from other gases of a 

process stream. The second step is the transportation of the captured CO2 via either 

pipeline, ship or road/rail towards a storage location. Finally, CO2 will be injected 

into geological basins suitable for sequestration to be isolated from the atmosphere 

(Equinor, n.d.-a). CCS is not designed to avoid CO2 emissions in the first place, but 

instead, it is designed to dispose of CO2 produced by industrial process and power 

facilities. In theory, CO2 should be reutilized in different processes rather than being 

stored underground. However, the utilization of CO2 is currently limited in a few 

areas such as enhanced oil recovery (EOR) due to low-efficient and high-cost 

technologies. Thus, the utilization process will not be considered in this thesis. 

CCS has been becoming increasingly competitive and commercial worldwide. The 

first carbon capture facility was proposed in 1938, then the first large-scale project 

with a view to injecting CO2 underground was launched in Texas in 1972 

(Anuradha Varanasi, 2019). 24 years later, Norway’s Sleipner became the world’s 

first offshore CCS project with the goal to reduce CO2 emissions from natural gas 

processing industry (Equinor, 2022a). According to Global CCS Institute (2022), 

as of September 2022, there are 196 projects in the CCS facilities pipeline 

worldwide, in which 30 are in commercial operation, 11 are in construction, 153 

are in different development stages and 2 are suspended. Compared to 2021, the 

number of CCS facilities witnessed an impressive increase of 44 percent.  

In Norway, since the first successful CCS project, the Norwegian government, 

academia and industry have been continuing to develop CCS. The country has led 

the CCS transition in Europe by rolling out supportive policies that drive investment 

in CCS from industry (Global CCS Institute, 2023). In 2012, the world’s biggest 

test center for CO2 capture, Technology Centre of Mongstad (TCM), owned by the 

Norwegian state, was inaugurated (CCS Norway, n.d.-a). In 2020, Norway 

launched the Longship project which is a full-scale CCS project demonstrating CO2 
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capture from a cement factory and a waste incineration plant as well as CO2 

transport by ships and CO2 storage in the Norwegian continental shelf (Norwegian 

Ministry of Petroleum and Energy, n.d.). This project has had a positive influence 

on the progress of CCS with active engagement of European industry in technology 

development. 

Although full-scale CCS projects such as Longship are vital first steps to facilitate 

full employment of CCS in the future, they are single CCS chains. It is estimated 

that more than 2000 CCS facilities worldwide should be in operation by 2050 to 

meet the goals of the Paris Agreement (Global CCS Institute, 2020a). Thus, large-

scale expansion of the single chain into a widespread and cost-effective network of 

different sources, transport means, and storage sites is required. For this purpose, 

the concept of optimal supply chain network design has emerged as a crucial 

research task (d’Amore et al., 2021a). Accordingly, quantitative modelling tools 

and typically mixed integer linear programming (MILP) have been recently used to 

design optimal CCS supply chain networks under technical and market constraints 

and enable their effective application at various scales.  

This thesis’s objective is to design an optimal CCS supply chain network at a 

country level considering the system cost and target about emissions reduction. 

Norway is chosen as the case study, and only CO2 emissions from industrial 

domains are focused on given the important role of CCS in the decarbonization of 

these areas and the data availability. The thesis’s findings can provide Norwegian 

government and industry a useful method to enable large-scale penetration of CCS 

infrastructures in the future. 

1.2. Research question 

Based on the background information and our interest in this topic, the research 

question is derived: “How can the supply chain network for CO2 capture, 

transportation and storage be designed to minimize total costs and meet the 

CO2 avoidance targets?”. This question has been chosen since we want to 

investigate an optimal network, in terms of economic and environmental 

perspective, for capture, transportation and storage of CO2. 

This research question will be answered through a case study in Norway, where we 

will assess the supply chain network for CO2 retrieval, transportation, and storage: 

the locations at which CO2 is produced, transportation modes that are being utilized 
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to transport CO2, and potential geological reservoirs and technology for CO2 

storage. The optimization results will give the best design configurations of CCS 

by determining the optimal location and sizing of capture plants across different 

sectors, the optimal transportation routes and means among ship, truck and pipeline 

and the sequestration sites to be selected as well as CO2 amounts to be stored in 

each chosen site. 

1.3. Relevance of the research 

1.3.1. Theoretical relevance 

Among many different ways to reduce CO2 emissions, CCS offers the possibility 

to remove a huge amount of CO2 emissions from the atmosphere (Global CCS 

Institute, 2019). According to CICERO (2019), CCS application is a prerequisite to 

meet the Paris Agreement target. In addition, the effectiveness of CCS projects 

depends significantly on the CCS supply chain network design. Hence, designing 

an optimal CCS supply chain network has become a research topic of the utmost 

urgency (Becattini et al., 2022; d’Amore et al., 2021a). However, while this topic 

has been examined in several papers from the technical perspective, there is still 

limited research from the business perspective. 

Over the past decade, the research on end-to-end supply chain network of CCS 

system has been increasing along with the growing concerns about climate change. 

However, most of them pay attention to medium and large-scale emission sources 

and only focus on pipeline and/or ship as the potential transportation modes when 

designing a CCS network. Besides, they normally implemented mathematical 

programming models with only one economic objective such as minimization of 

the total system cost in case of CCS or maximization of the net revenue in case of 

carbon capture, transportation, and utilization (CCUS). Meanwhile, it is necessary 

to develop models with multi-objective optimization to investigate the impact of 

sustainability objective on the design of CCS supply chain network (Hasan et al., 

2022). This is because the goals of minimizing the total cost and maximizing the 

amount of CO2 avoided in CCS network are normally two conflict objectives: the 

more the CO2 is avoided in CCS system, the higher the cost is and vice versa. 

Moreover, to do this thesis, some of the most relevant research on supply chain 

network design for CCS has been reviewed. For example, considering pipeline and 

ship transport, d’Amore et al. (2021b) developed a model with the objective of 



 
6 

minimizing total system cost for designing an optimal CCS supply chain from 

industrial sources, including steel, cement and refinery sectors at European level, 

or Becattini et al. (2022) presented an optimization model with multi-modal 

transport technologies, such as pipeline, ship, barge, rail and truck, for the optimal 

design of CCS supply chain from waste-to-energy sector in Switzerland. As a result, 

with the use of a case study in Norway, this study differentiates itself from existing 

research and is aimed to fill gaps in literature by (1) considering emissions sources 

from a variety of sectors (namely cement, iron and steel, refinery, petrochemical, 

aluminium, silicon, fertilizer and natural gas processing) and many different 

transport modes (i.e. pipeline, ship and truck) to provide a comprehensive model 

for designing an optimal CCS network; (2) using multi-objective model to optimize 

the economic and environmental objectives; (3) proposing a multi-echelon and 

multi-stage MILP model that exhibits flexibility and generalization so that the 

model can be adjusted to other context; (4) designing a CCS network at a nation-

wide level to enable the investigation of the possibility to cluster small emission 

sources, which is in line with the suggestion about future work of d’Amore et al., 

(2021b). 

1.3.2. Practical relevance 

While CCS system plays a critical role in decarbonization, the progress of CCS 

deployment is relatively slow in comparation with the increased rate of global 

warming. This slow progress can partly be explained by techno-economic risks and 

uncertainties of CCS systems. Nonetheless, these risks and uncertainties can be 

mitigated by the availability of powerful decision support tools (Tapia et al., 2018). 

Thus, the more practical settings are studied in this area, the more valuable the 

academic contributions are. As a result, this thesis will be of practical relevance as 

it provides companies and authorities tools and methods to design an optimal supply 

chain network for CCS. 

Additionally, this paper will be of practical relevance to Norwegian leaders since it 

presents a real-life situation and application in Norway. Norway’s target is to 

become a net-zero emission society by 2050 (Norwegian Ministry of Climate and 

Environment, 2021) through reducing emissions by at least 50% and toward 55% 

by 2030 compared to the 1990 level. Besides, in Norway, a major amount of CO2 

is produced by industrial domains (Statistics Norway, 2022). Consequently, 

decarbonization of Norwegian industrial emission sources is crucial to help the 
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country achieve its ambitious goal. Applying widespread CCS systems is believed 

as the unique way to remove CO2 generated from industrial sectors in Norway.  

However, there exists limited research on designing an optimal CCS supply chain 

network under Norwegian context. While Klokk et al. (2010) present a 

mathematical model to design a CO2 value chain in Norway, it considers only 

pipeline transport and five CO2 emissions sources. Also, their work was conducted 

a long time ago and thus has become less relevant to today’s context. Hence, by 

considering a wider range of CO2 sources in hard-to-abate industries and multi-

modal transport network, this study will propose a new and more comprehensive 

model for optimizing CO2 supply chain network at the nation-wide scale, helping 

Norwegian leaders make better decisions. 

1.4. Structure of the thesis 

This thesis is organized into six chapters. Following the introduction, chapter two 

presents a literature review that highlights previous theories and concepts relevant 

to the topic being studied. The next chapter outlines our research methodology to 

explain how we answer the research question and ensure the quality of the research. 

Chapter four elucidates the system configuration in Norway in terms of capture, 

transport and storage stages and provide the mathematical formulation of the 

optimization problem. All modelling inputs and assumptions are clearly indicated 

in this chapter. The optimization results and our analyses are then discussed in 

chapter five before we conclude the work with some final remarks and suggestions 

for future research.  
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2. Literature review 

In this chapter, we will present an extensive review of the scientific studies 

pertaining to our research topic. To build a theoretical basis for our study, we have 

searched and investigated a combination of literature on CCS supply chain, supply 

chain network design (SCND) and SCND for CCS. Section 2.1 describes 

components of a CCS supply chain as well as challenges and opportunities of 

building and operating a CCS supply chain network. Section 2.2 gives an overview 

of SCND, and modelling methods used in extant literature to solve the supply chain 

optimization problem. Finally, section 2.3, which is the main part of this chapter, 

critically reviews literature in the field of SCND specifically for CCS. By doing so, 

we can gain insights into this research area and identify topics that are of theoretical 

and practical relevance for future research. 

2.1. CCS supply chain 

According to Bui et al. (2018), CCS implies a suite of technologies that allow CO2 

to be captured at stationary sources (i.e., industries or power plants), transported via 

ship, pipeline, truck or rail to the sequestration site and finally injected into 

subsurface reservoirs through wells. Thus, components of a CCS supply chain are 

capture, transportation and storage. Figure 2.1 depicts a schematic overview of the 

CCS chain where each component is essential to the technical and economic 

viability of the CCS system. The most common capture methods are post-

combustion, pre-combustion and oxy-fuel combustion. When it comes to the 

geological CO2 storage options, they include coal streams, salt domes, saline 

aquifers and active or depleted hydrocarbon fields (Raza et al., 2016). 

 

Figure 2.1. CCS supply chain (synthesized by authors) 

2.1.1. Carbon dioxide capture 

According to Omoregbe et al. (2020), little or no research on carbon capture was 

conducted until 2008 when legislative measures were introduced to abate climate 

change and industry awareness of the matter grew. To date, there have been more 
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than 1000 publications including proceedings papers and articles related to carbon 

capture technologies with the involvement of over 50 countries and 200 journals. 

Regarding continents, Europe was the most productive, followed by Asia, based on 

the number of publications and citations. 

The research trends in carbon capture are within three different technological 

concepts, namely post-combustion, pre-combustion and oxy-fuel combustion, in 

which post-combustion is the most referenced capture technology with more than 

80 percent of publications. Meanwhile, only 3.4 percent of publications refer to 

oxy-fuel combustion capture technology until 2018 (Omoregbe et al., 2020; Osman 

et al., 2021). However, this technology has gained more attention from academia 

and industry in recent years (Yadav & Mondal, 2021).  

2.1.1.1.  Post-combustion 

Post-combustion capture is the most popular solution for CO2 capture. This 

technology involves capturing CO2 from flue gases after the combustion process. 

Instead of being directly released into the air, the flue gases are passed through a 

system that separates the majority of the CO2. A pure stream of CO2 is then fed into 

a reservoir for storage while the remaining gases are discharged into the 

atmosphere. In the post-combustion-based technology, using a chemical sorbent is 

the leading method for CO2 separation, among which, amine-based absorption is 

the most used technique with a capture efficiency of around 90 percent. Wilkes & 

Brown, 2022). The general overview of post-combustion capture is presented in 

Figure 2.2. 

 

Figure 2.2. Post-combustion carbon capture (synthesized by authors) 

The major benefit of post-combustion capture is that this technology can be 

retrofitted into most existing power and industrial plants without significant 

changes to the original facility (Herzog et al., 2009). It can also be utilized in new 

plants to achieve the targets about the reduction of GHG emissions (Zhao et al., 

2016). Besides, post-combustion carbon capture, due to its maturity, offers a lower 
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technology risk in comparison to other competing options. (Basile et al., 2011). 

However, this technology comes with several challenges such as low CO2 

concentrations and pressures in flue gas, which resultantly requires high energy 

amounts to be expended in the capture process (Leung et al., 2014; Wang & Song, 

2020) 

2.1.1.2. Pre-combustion 

Pre-combustion capture involves removing CO2 from the fossil fuel before the 

combustion process ends. Figure 2.3 shows the general schema of pre-combustion 

carbon capture technology. First, the fuel is reacted with oxygen or air and steam 

to produce synthesis gas (syngas) or gas composed of hydrogen and carbon 

monoxide. The carbon monoxide is subsequently reacted with steam to give CO2 

and more hydrogen. Then, CO2 is separated, typically by a chemical or physical 

absorption process, leaving a hydrogen-rich fuel that can be utilized in many 

applications. The goal of the whole system is to convert the carbon fuel into 

carbonless fuel before it is burned and retrieve CO2 for storage. Oil, coal, natural 

gas and biomass can be used for this technology. (Pires et al., 2011; Carpenter & 

Long, 2017)  

 

Figure 2.3. Pre-combustion carbon capture (synthesized by authors) 

An important benefit of pre-combustion capture compared to post-combustion 

capture is higher CO2 concentrations and pressures in the output stream. As a result, 

the energy demand for CO2 retrieval is lower Elhenawy et al., 2020). However, due 

to the more complex installation of equipment, the investment costs for pre-

combustion capture are higher. According to Tock & Maréchal (2013), the annual 
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investment costs for both technologies are the same since the higher energy 

efficiency of pre-combustion capture offsets the additional investment.  

2.1.1.3.  Oxy-fuel combustion 

Oxy-fuel combustion, as depicted in Figure 2.4, refers to the usage of nearly pure 

oxygen instead of air for combustion. Thus, the first step is to produce oxygen, 

usually by low temperature air separation. Subsequently, fossil fuel is burnt with 

pure oxygen, which gives the exhaust gas composed of only CO2 and steam. Steam 

can easily be condensed into water, resulting in a pure CO2 stream for storage. 

Yadav & Mondal, 2021) 

 

Figure 2.4. Oxy-fuel combustion carbon capture (synthesized by authors) 

Oxy-fuel combustion capture rate is very high. In particular, it is possible to capture 

nearly 100 percent of the CO2 using this approach while there are less emissions 

emitted to the atmosphere compared to air-fired combustion. However, it is found 

that the energy consumption of the system for oxy-fuel combustion is very intensive 

due to the use of air separation unit to produce oxygen. This is the bottleneck 

limiting further commercialization of this technology. Fortunately, novel 

techniques to provide oxygen to the fuel have recently been developed to improve 

energy efficiency and reduce costs of the system. (Chen et al., 2015; Duan & Li, 

2023)  

2.1.2. Carbon dioxide transport 

In CCS supply chain, carbon transport is an important link between CO2 capture 

and storage (Leung et al., 2014). As illustrated in Figure 2.5, after capture process, 

the captured CO2 is normally transported through different possible transport 

options to a suitable storage site. Previous research shows that CO2 transport can 

be carried out by pipeline, ships, trucks, and rail (Al Baroudi et al., 2021; C. Han et 

al., 2015; Liu et al., 2023; Onyebuchi et al., 2018; Wildbolz, 2009). Among these, 

pipeline and ships can be utilized for offshore transport, while onshore transport 
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includes pipeline, trucks, and rail (C. Han et al., 2015; Lu et al., 2020). As affirmed 

by Liu et al. (2023), the amount of CO2 captured and distance between capture and 

storage sites are most essential to choose CO2 transport modes. Owing to the ability 

to transfer large volume of CO2 over a long distance, pipeline and ships are 

considered as the most popular and economical CO2 transport options (Munkejord 

et al., 2016; Wildbolz, 2009). Conversely, trucks and rail are less frequently used 

in CCS projects and receive less attention from academic (Al Baroudi et al., 2021; 

C. Han et al., 2015).  

 

Figure 2.5. CO2 transport system (synthesized by authors) 

2.1.2.1. Pipeline 

As summarized by Lu et al. (2020), CO2 transported via pipeline is not a new 

research topic, it has been existing since the 1970s. Pipeline transport in terms of 

economic performance, transport process and pipeline design are three most 

popular topics in CO2 pipeline transport research. Many reports show that among 

all possible transport options for CO2, pipeline transportation has the potential to 

carry the largest amount of CO2 (Boot-Handford et al., 2014; Leung et al., 2014; 

Metz et al., 2005). According to Lu et al. (2020), and Metz et al. (2005), the 

investment cost of pipeline facilities is high. However, as there are a limited number 

of steps involved in the transport process, pipeline transport has low operation cost 

(Ansaloni et al., 2020). Besides, the economies of scale has a considerable impact 

on the pipeline transport cost as the unitary transport cost of pipeline decreases 

rapidly when transporting a large volume of CO2 (Rubin et al., 2015). As a result, 

pipeline is generally considered as the most advantageous mode, in terms of cost, 

to transport large volume of CO2 (Neele et al., 2017; Roussanaly, Jakobsen, et al., 

2013; Svensson et al., 2005).  
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With regard to transport process, CO2 is usually transported via pipeline in single-

phase to avoid pipe cavitation happening when CO2 changes from one phase to 

others. According to Liu et al. (2023), CO2 can be transported by pipeline under gas 

phase, liquid phase, dense phase, and supercritical phase. Owing to the different 

requirement of each phase, suitable compressors, pumps, or heat exchangers need 

to be installed in the pipeline transport system to maintain the single-phase flow 

and avoid pressure drop along the pipeline route. Figure 2.6 shows different 

pipeline system suitable for each CO2 phase.  

 

Figure 2.6. Different pipeline system suitable for each CO2 phase (Zheng et al. 

(2018) cited in Lu et al. (2020) 

Based on experiments and practical evidence, many authors, such as Liu et al. 

(2023), Lu et al. (2020), and H. Wang et al. (2019), have showed that gas and liquid 

transportations are suitable for low throughput and short-distance pipeline, while 

dense and supercritical transportations are more suitable for long-distance pipeline. 

In addition, dense and supercritical phases are more efficient and economical (Lu 

et al., 2020). For CO2 to be transferred under dense or supercritical phases, the 

pressure and temperature ranges should be 85 – 150 bar and 12 – 44oC respectively 

(Forbes et al., 2008; C. Han et al., 2015; Serpa et al., 2011). 

When it comes to pipeline design, construction of pipeline depends on natural 

conditions. For example, implementing pipeline transport is likely infeasible in 

regions frequently affected by natural calamities (Nam et al., 2013); or construction 

becomes more difficult and costly in mountainous areas. Additionally, Liu et al. 

(2023) state that the length of pipeline should be minimized to optimize 

construction and operation cost since longer pipeline route will raise the investment 

cost.  

2.1.2.2. Ships 
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For offshore CO2 transport, ship has emerged as a potential method as it provides 

flexible routes between capture sources and storage sites (Zahid et al., 2015). 

Publicly available research on CO2 ship transport was first found in the early 2000s 

with a Japanese patent of Mitsubishi Heavy Industries (Mitsubishi, 2002). This 

patent confirms that CO2 can be transported by ships through applying well-

established technologies developed for liquefied petroleum gas (LPG). Since then, 

the number of studies on CO2 ship transport has been increasing considerably. 

Among them, about 60% have been identified since 2010 (Brownsort, 2015). 

Research has been mainly from Europe and the Far East (Aspelund et al., 2006; 

Brownsort, 2015). As of 2015, 60% of studies related to CO2 shipping was from 

Europe, while 35% came from the Far East (Brownsort, 2015). Most of the 

published research consider technical and economic aspects of CO2 shipping. 

Regarding technical feature of CO2 ship transport, owing to its discontinuous 

characteristics, intermediate storage must be implemented in its value chain to 

handle the captured CO2, making CO2 shipping value chain longer compared to the 

pipeline (Ansaloni et al., 2020; Brownsort, 2015; Mitsubishi, 2004; Wildbolz, 

2009). SINTEF et al. (2018) illustrate different components of the CO2 shipping 

process (Figure 2.7). In this process, the captured CO2 is first liquefied, then stored 

in intermediate storage tanks before being loaded onto ships. The shipping carriers 

will then complete the process by reaching final storage sites or onshore port 

terminals. Among these steps, liquefaction and unloading receive more attention 

from researchers. 

 

Figure 2.7. Components in the CO2 shipping chain (SINTEF et al., 2018) 

Liquefaction is an indispensable step in the CO2 shipping process to bring the 

captured CO2 to suitable conditions before transporting. Most of the existing studies 

recommend that 7 bar and -50oC is preferred condition for CO2 ship transport to 
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obtain high-density state of CO2 and lower capital cost of the method (Aspelund & 

Jordal, 2007; Liu et al., 2023; Metz et al., 2005; Øi et al., 2016). Additionally, 

liquefaction is the most energy consuming part of the CO2 shipping chain. 

Particularly, liquefaction needs 77% of the total energy required of the whole CO2 

shipping chain (Aspelund et al., 2006), or 10% of the total energy consumption of 

the entire CCS system (U. Lee et al., 2012), and it is even 11-14% more energy 

intensive than pipeline conditioning (Aspelund et al., 2005). 

Concerning unloading options, many studies indicate that CO2 transported by ships 

can be unloaded either onshore or offshore (Al Baroudi et al., 2021; Brownsort, 

2015; SINTEF et al., 2018). In case of onshore unloading, the ships arrive at a port 

terminal and then CO2 is unloaded to the intermediate storage prior to being heated 

and pumped to suitable conditions for pipeline transmission to final destination 

(Yoo et al., 2013). With offshore unloading, two alternatives are unloading onto a 

platform with storage or direct injection from ships. The first option is offloading 

the CO2 to offshore platforms (or floating storage and injection (FSI) hubs) in which 

it is stored prior to injection to storage sites. For direct injection, the CO2 is 

conditioned on board and transferred to the storage sites through injection wells. 

While onshore unloading is well established through extensive matured knowledge 

in port-to-port shipping of LPG, offshore unloading is still a novel process, in both 

academia and industry, and poses some technical challenges associated with its 

implementation. (Al Baroudi et al., 2021) 

In relation to economic aspect of CO2 shipping, most of the research conducts cost 

analysis of CO2 ship transport in comparison with pipeline transport. Roussanaly, 

Hognes, et al. (2013) carry out a multi-criteria analysis of shipping and pipeline as 

different transport options for 10 Mt CO2/year and reveal that while pipeline shows 

the lower indicator regarding operation expenditure, shipping is more advantageous 

in terms of capital cost. Roussanaly, Jakobsen, et al., (2013) concluded that for a 

fixed amount of CO2, pipeline is favored to transfer CO2 over a shorter distance. 

Besides, Zero Emission Platform (ZEP) (2011) investigated cost of CO2 transport 

with capacity of 2.5 Mt CO2 per annum and discovered that unit transport cost is 

45% lower for pipeline than ship considering a distance of 180 km; however, unit 

shipping cost is 27-62% lower than that of pipeline with a distance of 500 – 1500 

km. IEAGHG (2020) examined unitary carbon transport cost for different flow rates 

and reported that while shipping is 64% and 10% less expensive than pipeline in 
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transporting 0.5 and 2 Mt CO2/year respectively, pipeline transport is 24% cheaper 

than shipping at 5 Mt CO2/year. In summary, many studies agree that CO2 shipping 

is more attractive than pipeline option to transport smaller CO2 volume over longer 

distance (Aspelund & Jordal, 2007; Brownsort et al., 2015; Munkejord et al., 2016; 

ZEP, 2011).      

2.1.2.3. Trucks and rail 

Trucks and rail are other possible modes to transport CO2. Although truck and rail 

transport do not require specific investment in construction of transport facilities 

(Lu et al., 2020), they can carry much lower capacities than pipeline and ship 

transport (Wildbolz, 2009). Additionally, the limitation in route choice of railway 

and high operation cost of trucks make these options rarely be used in large-scale 

CCS projects.  

However, there still exists some research on CO2 transport via trucks and railways. 

Wildbolz (2009) describes that trucks and rail are feasible options to transport CO2 

where CO2 is required to be under liquid phase at 20 bar pressure and -20°C 

temperature. Metz et al. (2005) indicate that truck-based and rail-based transport 

are less mature than pipeline or ship but can be applied using similar tanker 

condition of ship transport. Roussanaly et al. (2017) evaluate the potential of 

railway CO2 transport by comparing operating costs of pipeline and railway 

transport in different project scenarios. This research shows that railway transport 

system could represent a viable option to pipelines for medium to long distances, 

especially in cases where additional conditioning costs of railway transport are 

limited or in case financial risk is important for decision-making. Few other studies, 

such as Gao et al. (2011), and J.-H. Han & Lee (2012), considered trains and trucks 

as alternatives of CO2 transport and concluded that they are economically 

infeasible, especially in large-scale CCS projects, in comparison to pipelines and 

ships. However, Metz et al. (2005) and McLaughlin et al. (2023) still believe that 

on large scale system, trucks and trains are still potential alternatives, for example 

trucks or rails can be utilized in an intermediate step to transport CO2 to port 

terminals of ship carriers. 

2.1.3. Carbon dioxide storage 

Geological carbon storage involves injecting CO2 into deep rock formations to store 

it permanently (Newell & Ilgen, 2019). The injection of CO2 implements long-
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standing practices and technologies that have been deployed by the oil and gas 

industry for enhanced oil recovery. According to Hosseini et al. (2013), injection 

technology, well-drilling technology, computer simulation of reservoir dynamics 

and monitoring methods during and post-injection to maintain safety and detect 

potential leakage can be adjusted from existing applications to apply for geological 

sequestration of CO2. 

In order to store CO2, geological formations need to have certain characteristics. 

For example, they should be deep enough and be overlain by a satisfactory sealing 

cap rock to prevent CO2 from migrating upward. In addition, the subsurface 

formation is required to have adequate thickness (storage capacity), porosity and 

permeability (injectivity) to keep large amounts of CO2. The geologic storage 

options include unmineable coal seams, mined salt domes, deep saline aquifers and 

active or depleted oil and gas reservoirs. Comparatively, deep saline aquifers and 

active or depleted oil and gas reservoirs have been considered as the best sites for 

large-scale removal of CO2 (Raza et al., 2018). Details about advantages and 

disadvantages of each option are summarized in the Table 2.1. (Solomon et al., 

2008;  Newell & Ilgen, 2019)  

Geological 

storage options 
Advantages Disadvantages 

Coal seams • Large capacity 

• Enhanced methane 

production 

• High cost 

• Geographically limited 

 

Salt domes • Custom design 

• Safety 

• High cost 

• Geographically limited 

Saline aquifers • Large capacity 

• Widespread availability 

• Unknown safety 

Active or 

depleted oil and 

gas reservoirs 

• Proven safety 

• Infrastructure in-place 

• Enhanced hydrocarbon 

recovery 

• Geographically limited 

• Problems with multi-

phase flow 

• Might not be available 

for immediate injection 

Table 2.1. Comparison of different geological storage options (Saeedi & 

Rezaee, 2012; Raza et al., 2018) 
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2.1.4. CCS deployment opportunities 

The goal of limiting temperature increase to 1.5oC by 2050 of the Paris Agreement 

has sparked a growing interest in CCS from both academia and industry. Although 

the development of CCS is facing many challenges, there still exists some 

opportunities for expansion of CCS system. These opportunities include potential 

storage resource, supportive policies, and funding mechanisms. 

2.1.4.1. Potential storage resource 

As questioned by Filippov & Zhdaneev (2022), an important issue to expand global 

CCS system is whether there is available sufficient capacity to reliably store 

enormous CO2 volume underground. According to Martin-Roberts et al. (2021), to 

meet the target of the Paris Agreement, approximately 5.6 Gt CO2 per year are 

required to be captured and stored using CCS technologies by 2050. In other words, 

the total storage capacity should be at least 450 Gt CO2 to store the required amount 

to the end of the 21st century. 

Fortunately, there are enough geological resources to reliable store CO2 for at least 

several centuries ahead (Filippov & Zhdaneev, 2022). The CO2 Storage Resource 

Catalogue (CSRC), a program built to review the commercial readiness of CO2 

storage resources all over the world, conducted a report assessing over 800 potential 

CO2 storage resources in both saline aquifers and oil and gas fields (OGCI et al., 

2022). This report discovers that the total global potential storage resources are 

13954 Gt CO2, of which commercial projects, including sites where CO2 storage is 

approved to develop or is already in process, only contribute 0.25 Gt (nearly 

0.002%) and undiscovered places account for 13377 Gt CO2. Additionally, these 

potential resources are available in almost all regions of the world. As a result, this 

presents a huge potential for the development of CCS system.  

2.1.4.2. Supportive policies and funding mechanisms 

Supportive polices and suitable funding mechanisms play an important role in the 

development of CCS over the past decades. In fact, almost all CCS projects, either 

operating or in construction, have received positive financial investments (Global 

CCS Institute, 2020b). Although the number of favorable policies and funding 

programs for CCS is still limited, it has been increasing recently. This growing 

investment has contributed to an increasing number of CCS projects throughout the 

world. The most common policies have been used to support CCS are tax credits, 
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carbon pricing and grant support (Zapantis et al., 2019). 

a. Tax credits 

Tax credits supplement revenues for CO2-EOR projects, providing incentives for 

developing geological storage sites of CO2 (Zapantis et al., 2019). The United States 

is the first country applying this method to finance six large-scale CCS projects 

since 2011 (Global CCS Institute, 2020b). Particularly, this tax credit, known as 

Section 45Q, provides a remarkable boost to CCS investment. This credit was 

expanded in 2018 to allow smaller scale CCS project to qualify for the credit. It 

now offers up to $50/tCO2 for CO2 storage sites. (IEA, 2020b) 

b. Carbon pricing 

Carbon pricing is an alternative approach to place a value on emission reduction, 

encouraging the development of CCS (Zapantis et al., 2019). The foremost carbon 

tax launched in Norway in 1991 has succeeded in incentivizing the growth of 

Snøhvit and Spleiner CCS projects. At $17/tCO2, the total unit cost of the Spleiner 

project was less than tax penalty of $50 for a tonne of CO2 emitted to the 

atmosphere, making CCS project more favorable (Herzog, 2016). 

c. Grant support 

Grant support for CCS can be provided through many ways. One way some 

governments used to enable CCS projects is to support the construction of CCS 

facilities through State Owned Enterprises (SOEs) (Zapantis et al., 2019). For 

example, China has invested in CCS through the state-owned company CNPC for 

the Jilin CCS project. This method can bring the capital cost of the CCS project 

down as SOEs can borrow at low interest rates (Zapantis et al., 2019). Another way 

of grant support is through funding programs. For instance, the EU Innovation Fund 

makes up to EUR 10 billion available to support the demonstration of low-carbon 

technologies, including CCS technologies; or the UK government established a 

CCS infrastructure fund of GBP 800 million to support CCS projects (IEA, 2020b). 

2.1.5. CCS deployment challenges 

The literature review reveals that there exist several CCS large-scale deployment 

barriers which can be grouped into four main areas: (i) Technical challenges, (ii) 

Economic challenges, (iii) Policy and regulation and (iv) Social acceptance. In this 

part, we will focus on the last three non-technical barriers since reviews by Budinis 
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et al. (2018) and Leiss & Krewski (2019) show that there are no major purely or 

intractable technological barriers to the successful widespread CCS 

implementation. Indeed, CO2 separation, transport and injection have been 

commonly used for many years in the oil and gas industry. However, more research 

and development is required to reduce the energy penalty, improve the capture rates 

and optimize the integration of three CCS components (Zeipen, 2020). 

2.1.5.1.  Economic challenges 

Cost of CCS is one of the major hurdles affecting its widespread deployment 

(Budinis et al., 2018). CCS requires large capital investment in long-lived assets. 

Besides capture facility that makes up the largest proportion of the total costs of 

CCS (Leeson et al., 2017), those assets include geological storage resources and 

CO2 transport infrastructure that cost a lot of money to build and develop. In fact, 

estimating the actual cost of CCS and expressing it clearly is a challenging task 

owing to lack of empirical data and difficulty in setting the baseline to compare 

different CCS facilities (Karayannis et al., 2014; Budinis et al., 2018).  

Apart from the high cost, there are insufficient financial incentives for the uptake 

of CCS. Although the carbon price is applied in some markets, it generally has low 

values that do not reflect the true cost of CO2 emissions, making CCS economically 

unattractive. In other words, the market fails to create viable business cases for 

CCS, and investment in CCS thus largely depends on policy incentives and public 

funding (Zeipen, 2020). In Europe, ETS was adopted as a market-based method to 

decrease CO2 emissions, yet it is not enough to drive investment in CCS from 

industrial partners (Gassnova, 2020). To address economic obstacles, more R&D 

endeavors are needed to reduce costs and more consistent and rigorous carbon 

pricing mechanisms should be in place to level the playing field for CCS and other 

low-carbon alternatives (Zeipen, 2020).  

2.1.5.2.  Policy and regulation 

Several policy and regulation challenges related to CCS have been discussed in the 

literature. CCS projects encompass various stakeholders, such as plant owners, CO2 

transporters and storage site operators, who must adhere to diverse legal 

requirements and regulations concerning environmental preservation, health and 

safety, property rights and monitoring. However, there is a lack of clear, consistent 

and comprehensive policy frameworks exclusively tailored for CCS. A noticeable 
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shortcoming is the lack of established legal frameworks pertaining to liability for 

possible leakage or accidents during the long-term storage of CO2 in most 

jurisdictions. This creates uncertainty for CCS project developers and thus 

discourages investment in CCS. (Leiss & Krewski, 2019; Zeipen, 2020). 

Moreover, other policy and regulation barriers that can hinder the widespread 

implementation of CCS include inconsistent and uncertain carbon pricing as 

discussed in the previous part, limited dedicated funding mechanisms specifically 

designed for CCS and ambiguity in regulatory approvals which causes delays and 

cost increases. It is imperative to have clear and supportive policies, stable carbon 

pricing mechanisms, dedicated funding and streamlined regulatory processes to 

surmount these obstacles and promote CCS deployment. (Romasheva & Ilinova, 

2019; Akerboom et al., 2021)  

2.1.5.3.  Social acceptance 

Concerns about public acceptance due to perceived risks and limited awareness of 

CCS have been identified as significant obstacles to its deployment, as highlighted 

by industry, government, and environmental non-governmental organization 

advocates (Leiss & Krewski, 2019; Ashworth et al., 2015; Federico d’Amore et al., 

2020). Often, apprehensions are about the safety issues related to the potential 

hazards arising from the CCS operation and the possibility of CO2 leakage 

threatening nearby communities, commodities and the environment (Yang et al., 

2016). Thus, the public might view CCS as a last resort, favoring the utilization of 

other low-carbon technologies such as renewable energy (L׳Orange Seigo et al., 

2014). Addressing this social challenge therefore requires bridging the gap between 

expert and public perception of risks related to CCS through effective 

communication, public engagement and educational campaigns (Federico d’Amore 

et al., 2020).  

2.2. Supply chain network design 

Supply chain network design (SCND) allows simulating and visualizing supply 

chains to ultimately optimize them and improve their performance. With the 

increasing importance of adding values to supply chains, SCND recently is getting 

more attention from both academia and industry. Thus, many studies have been 

conducted, providing insights into this topic. To gain a thorough knowledge about 

SCND, in this section, a review of relevant literature about supply chain, definition, 
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and role of SCND, and SCND optimization problem will be provided. 

2.2.1. Supply chain 

The concept of supply chain has become familiar to both practitioners and 

academics since the early 1980s. In 1982, the supply chain term was initially 

defined by professional consultants Oliver and Webber as a network of companies 

that are involved in different activities and processes, through downstream and 

upstream linkages, to create values in the form of both products and services and 

deliver them to the ultimate consumer (Oliver and Webber, 1982, cited in Martins 

& Pato, 2019). This definition relates a supply chain to multiple parties, material 

and immaterial activities, vertical connection, and value creation. In line with this 

explanation, Mentzer et al. (2001) also describe supply chain as the set of multiple 

entities that are directly involved in the downstream and upstream flows of products 

or services, finances, and information from a source to final customer. 

While the supply chain term has not changed much over time, it has been interpreted 

more concisely with clearer explanation of involved parties. According to Chopra 

& Meindl (2016, p. 13), a supply chain “consists of all parties involved, directly or 

indirectly, in fulfilling a customer request”. In other words, the supply chain 

consists of not only the suppliers and manufacturers, but also retailers, warehouses, 

transporters, and even consumers (Chopra & Meindl, 2016). Chopra & Meindl 

(2016) also point out that within each party, the supply chain contains all functions 

related to receiving and filling customers’ demands, including but not limited to 

marketing, product development, distribution, operation, and customer service. 

This emphasizes that a supply chain has both vertical and horizontal connections. 

In addition, they assert that the overall objective of every supply chain should not 

be to minimize supply chain costs only, but to maximize the total value generated. 

Inseparable from the supply chain concept is the term supply chain management. 

According to Oliver and Webber (1982) cited in Martins & Pato (2019), supply 

chain management is the process of planning, implementing and managing the 

operation of the whole supply chain to satisfy customers’ demands as efficiently as 

possible. Despite sometimes being used interchangeably, supply chain and supply 

chain management are different subjects since supply chain still exists whether it is 

managed or not (Mentzer et al., 2001). 

2.2.2. Definition and role of SCND 
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Farahani et al. (2014) explain supply chain network design (SCND) as the activity 

of designing an efficient and effective physical network structure for a new supply 

chain or re-constructing an existing network of a supply chain to increase its overall 

value. This definition is strengthen by Govindan et al. (2017) as they believe that 

SCND determines infrastructure and physical structure of a supply chain.  Since the 

structure of the supply chain has a significant impact on its overall costs, 

competitiveness, and performance (Shen, 2006), SCND is recognized as one of the 

most important elements affecting the effectiveness of the whole supply chain 

(Farahani et al., 2014). In the same vein, Amir Mohammad et al. (2017) believe that 

SCND plays an essential role in creating competitive advantages and improving 

performance of the supply chain and influences other decisions of the supply chain 

over time. Further, as highlighted by Simchi-Levi et al. (2003), SCND remarkably 

impacts the overall costs (profits) of the supply chain. In addition, Waltho et al., 

(2019) affirm that SCND also plays a crucial role in shaping the environmental 

impact of the supply chain.  

2.2.3. SCND optimization problem 

SCND optimization problem concerns a computational process to find the best of 

all possible supply chain network in terms of cost, risk or other values based on 

perspective of decision-makers. Due to the role of SCND in improving performance 

of a supply chain, SCND optimization problem has received a growing interest from 

academic in recent years (Dzupire & Nkansah-Gyekye, 2014). In this part, relevant 

literature about objectives and decisions of SCND optimization problem, and 

models solving SCND optimization problem is displayed. 

2.2.3.1. Objective of SCND optimization problem 

There are many different objectives in SCND optimization problem, such as 

minimizing total network cost, maximizing customer service, or minimizing 

environmental impacts. However, most of the research on SCND problem targets 

at economic performance, such as minimizing the total cost or maximizing the total 

profit, of not just one single entity but rather the entire supply chain as the objective 

of SCND (Babazadeh et al., 2017; Hajiaghaei-Keshteli & Fathollahi Fard, 2019). 

In other words, minimizing the total system cost and maximizing profits are 

considered as the ultimate objectives of SCND optimization problem (multi). 

Moreover, the objectives in SCND are sometimes conflicting in nature. For 

example, the objective of maximizing customer service or minimizing 
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environmental impacts generally leads to an increase in total expense, conflicting 

with the objective of minimizing total system cost. 

2.2.3.2. Decisions of SCND optimization problems 

SCND is considered as a long-term strategic decision (Lahri et al., 2021). There are 

many decisions made in designing an optimal supply chain network. According to 

Dzupire & Nkansah-Gyekye (2014), the decisions in SCND problems include what 

product, how much, when and where to produce and from where, how much and 

when to buy materials. Particularly, Chopra & Meindl, (2016) classify decisions in 

SCND problem into four categories: firstly, facility role, which answers questions 

what is the role of each facility and what activities are operated at each facility; 

secondly, facility location, which determines where facilities should be located; 

thirdly, capacity allocation, which concerns how much capacity should be assigned 

to each facility; finally, market and supply allocation, identifying which markets 

each facility should serve and which sources should supply each facility. 

 

Figure 2.8. Three levels of SCND decisions (Farahani et al., 2014) 

Further, as emphasized by Hajiaghaei-Keshteli & Fathollahi Fard (2019), choosing 

suitable facilities among all potential locations, identifying numbers and capacities 

of each facility as well as flow through the network are the main and most vital 

decisions in SCND optimization problem. Farahani et al. (2014) also agree that 

there is a wide range of decisions needed to make in SCND optimization problem, 
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including number, location, and quantity (and quality in some cases) of located 

facilities and flow among them. Additionally, they divide these decisions into three 

level according to their time span: operational, tactical, and strategic decisions. 

Strategic decisions are typically made for three to five years, tactical decisions are 

often constant for three month to three years and operational decisions are normally 

hold for shorter periods (Govindan et al., 2017). It is worth noting that holding those 

decisions for a certain period depends mostly on the nature of a supply chain and 

accordingly, it can change for different supply chain networks. Different decisions 

of each level are demonstrated in Figure 2.8 above. 

According to Chopra & Meindl (2016), decisions in SCND optimization problem 

would significantly influence the performance of the supply chain, for instance, a 

good facility location choice can increase a supply chain’s responsiveness while 

reducing its total costs. Among many different SCND decisions, locating facilities 

in each tier of the supply chain is likely to be the most popular and important 

decision (Farahani et al., 2014). This is because determining suitable locations of 

facilities seems to be the decision at the highest level in SCND and any change in 

this decision influences other decisions in lower levels. 

a. Factors affecting decisions in SCND optimization problem 

The decisions in SCND optimization problem are not always easily made as they 

are affected by a wide range of factors. The difficulty in making SCND decisions 

can be explained by that while some factors have a linear impact on SCND, others 

are more complicated to model, especially if they are combined in one model 

(Waltho et al., 2019). According to Chopra & Meindl (2016), there are eight main 

elements influencing the decisions in SCND problem, which are: (1) strategic 

factors, requiring the SCND decisions to be relevant with general strategy of each 

party within the supply chain; (2) technological factors, concerning the match of 

the SCND decisions and available technologies; (3) macroeconomic factors, 

including tariffs, taxes, shipping costs, exchange rates and demand risk; (4) political 

factors, affecting location decision the most; (5) infrastructure factors, concerning 

the availability of labor, proximity to transportation terminals, seaports and airports, 

rail services, congestion, and highway access; (6) competitive factors, placing the 

necessity of considering competitors’ strategy when designing a supply chain 

network; (7) customer response time and local presence, stating that local 

availability and customers’ preferences can change the SCND decisions; and (8) 
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logistics and facility costs, changing when the number of facilities, their capacity 

and location change, for example, transportation costs reduce when the number of 

facilities raise.   

2.2.3.3. Model solving SCND optimization problem 

There are many models that have been used to examine SCND optimization 

problem, namely continuous approximation (CA), stochastic mixed integer 

programming (SMIP), fuzzy mixed integer programming (FMIP), mixed integer 

nonlinear programming (MINP) or mixed integer linear programming (MILP), etc. 

Among these models, most of the studies have employed mixed integer 

programming (MIP) models to investigate their research on SCND (Hajiaghaei-

Keshteli & Fathollahi Fard, 2019). A MIP model consists of: (1) objective 

function(s), expressing the purpose of the model; (2) a mix of integer and 

continuous variables, concerning the decisions of the model; and (3) a set of 

constraints, placing condition for each variable and restrictions on the system (Kuo 

et al., 2016). This model can vary from simple single objective to complex multi-

objective models.  

Regarding single objective model, this is the most popular model used to investigate 

SCND problem (Hajiaghaei-Keshteli & Fathollahi Fard, 2019). Georgiadis et al. 

(2011) develop a MILP with the objective of minimizing total cost to design an 

optimal supply chain network under uncertain demand. Soleimani & Kannan (2015) 

apply a mixed integer nonlinear programming (MINLP) model to investigate 

closed-loop SCND in large-scale networks. Moreover, Chopra & Meindl (2016) 

introduce two MILP models supporting decisions of facility location and capacity 

allocation: firstly, gravity location model, determining a location that minimizes 

transportation costs but not accounting for other costs; secondly, network 

optimization model, which is useful when choosing facilities and allocating capacity 

and markets to facilities. 

Regarding multi-objective model, Wang et al. (2011) propose a two-objective 

model to balance the environmental impacts and the total costs of SCND. Pishvaee 

et al. (2012) develop a FMIP with two-objective model to minimize both the total 

costs and the environmental impacts for a forward supply chain network. Pishvaee 

et al. (2010) exploit a MILP model for designing a reverse logistic network by 

examining both transportation and opening costs. Devika et al. (2014) apply a MILP 

model with three objectives to design a sustainable supply chain network based on 
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triple bottom line approach. Very few studies on SCND have more than three 

objective functions (Fragoso et al., 2021). For example, to manage solid waste in 

Northern Greece, Erkut et al. (2008) build up a SCND model with five objectives, 

namely minimizing total system cost, minimizing environmental impacts subjected 

to greenhouse gas emissions, energy, landfill and materials recovery.  

2.3. SCND for CCS 

Mathematical programming techniques such as MILP, MINLP, and multi-objective 

optimization (MOO) have been recently deployed in literature to support designing 

and implementing optimal supply chain networks for CCS at different scales, 

ranging from region-wise, nation-wise to continent-wise. (Tapia et al., 2018; Hasan 

et al., 2022). Table 2.2 presents a summary of research on the optimization of CCS 

supply chain networks. 

2.3.1. SCND for CCS at continent-wide scale 

Some research has been done on the optimization of CCS supply chain networks at 

continent-level, mainly in Europe. In 2011, Kjärstad et al. examined cost and 

possibilities to develop an integrated CCS network among six countries in northern 

Europe, including Czech Republic, Belgium, Netherlands, Poland, Germany, and 

Slovakia. They found out that the most important factor affecting the pipeline 

system is the phase-in of capture plants. Furthermore, if countries such as the Czech 

Republic, the Slovak Republic and Poland have less storage capacity than 

estimated, CCS will not an economically feasible option for these countries to 

reduce emissions due to the long transport route to other storage sites. Morbee et al. 

(2012) built InfraCCS model to determine the cost of the optimal CO2 transport 

network through a pipeline-based infrastructure at Europe-wide scale for the period 

2015-2050. This model is made possible by using some methodological innovations 

in comparison to previous studies, including using k-mean clustering to reduce 

number of nodes, and applying the Delaunay triangulation algorithm to pre-select 

pipeline route. This paper states that international coordination plays a crucial role 

in the development of an optimal trans-European CO2 transport network. 

Further, d’Amore & Bezzo (2017) presented a MILP model for the strategic 

planning and design of a large European CCS supply chain over  a time horizon of 

20 years. The purpose is to find the scale and geographic location of capture and 

storage sites as well as the most suitable transport means and routes for an 
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economically optimized overall network. However, this paper considers only power 

plants as CO2 emission sources. This work was subsequently improved and updated 

by incorporating assessment of different risk sources into the modelling framework, 

such as societal risk caused by leakage (d’Amore et al., 2018) and economic risk 

due to uncertainty on geological storage availability (d’Amore et al., 2019a, 2019b). 

Specifically, d’Amore et al. (2018) added societal risk constraints to the model to 

ensure that the local risk level is less than a pre-set threshold. Meanwhile, d’Amore 

et al. (2019a) quantified the financial risks emerging from geological uncertainty, 

while minimizing storage risk exposure.  

According to Federico d’Amore et al. (2020), the public perception of the 

employment of CCS technologies is still unclear, and opposition can lead to delays 

or cancellations. Thus, a multi-objective MILP is proposed in designing the Europe-

wide CCS supply chain to simultaneously address and balance two objectives: cost 

minimization and social acceptance maximization. Recently, d’Amore et al., 

(2021a) and d’Amore et al. (2021b) introduced a comprehensive model to optimize 

a European-scale CCS supply chain network from a wide range of emission sources 

including power, cement, steel and refining sectors. A noticeable difference 

between two papers is that while d’Amore et al., (2021a) only takes into account 

pipeline as the only transport mean, d’Amore et al. (2021b) also considers ship 

besides pipeline when modelling the transport infrastructure. 

Besides, SCND for CCS in Asia has recently received certain attention. Dasari et 

al. (2022) evaluated the feasibility of CCS in Southeast Asia and presented a model 

to compute the optimal CCS network with the objective of minimizing the total 

cost. This research employs “a source-sink mapping methodology” in relation to 

many CO2 transport modes, including offshore pipelines, ships, and onshore 

pipelines. The paper first examines the potential CO2 storage sites in ASEAN 

countries and proposes that this area has the potential to provide sufficient capacity 

to store CO2 in the region for several decades. Then, it investigates the optimal CO2 

transport network by using a case study with CO2 sourced in Singapore and 

transported to regional storage sites via pipeline or ships. The result of this study 

shows that CO2 ship transport is more cost effective than pipeline for smaller CCS 

system and longer distances.  

In general, papers analyzing continent-wide CCS supply chains all consider 

pipeline or ship as possible transport means. According to Middleton & Bielicki 
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(2009), pipeline is the only economical way for transporting large volumes of CO2. 

Given the high-volume flowrates required by significant CO2 sources at a 

continental scale, it makes sense that the CCS infrastructure mainly places on 

offshore or onshore pipelines to connect CO2 sources and/or storage nodes. Besides, 

CO2 transported by ship is emerging as a cost-effective alternative compared to 

offshore pipelines in some circumstances. Ship-based transport also offers 

flexibility to connect harbours or to connect onshore docks with offshore 

sequestration basins directly. (d’Amore et al., 2021b) 

2.3.2. SCND for CCS at nation-wide scale 

CCS supply chain optimization problems at national scale have been developed in 

recent years. Hasan et al. (2015) introduced a multi-scale framework to design 

CCUS supply chain network in the United States with the goal of minimizing net 

cost, which is the difference between the total system cost and the revenue or 

benefits gained from CO2 utilization for enhanced oil recovery (Hasan et al., 2022). 

To devise extensive supply chain networks for CCUS and CCU in the United States, 

the study considers various factors such as the choice of sources, capture materials, 

capture processes, CO2 pipelines, locations of storage and utilization sites, as well 

as the amounts of CO2 stored. Each process of CO2 capture is optimized and the 

most superior materials are identified from a wide variety of candidate materials. 

Through the optimized CCUS supply chain network, it is potential to achieve a 50% 

reduction in total stationary CO2 emissions across the United States, which comes 

at a cost of $35.63 per ton of CO2 captured and managed. 

In Asia, CCS is often studied in China and South Korea. Kim et al. (2018) proposed 

a MINLP model to design an optimal CCS pipeline network in South Korea in 

consideration of various practical factors such as geographical conditions, 

population density, uncertainty of national policies and the reservoir capacity. The 

findings of this study demonstrate that a more comprehensive network can be 

achieved by incorporating penalty factors that correspond to various geographical 

conditions. Moreover, the research suggests that alongside the explicit examination 

of potential sequestration sites, the development of effective CCS policies such as 

offering financial incentives to plants participating in the CCS network is crucial 

for cost-effective network construction. 

In 2020, Wang et al. evaluated the least-cost layout of CO2 sources and sinks, as 

well as cluster development opportunities for CCS in the entire China under the 2℃ 
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constraint. However, this paper considers only coal-fired power plants as CO2 

sources. The findings of this study reveal that 165 existing coal-fired power plants 

in China need retrofitting with CCS technology to meet the climate target. The total 

amount of CO2 captured is estimated to be 17.42 billion tons, and there are three 

storage basins that have the potential to store about 90% of the captured CO2. The 

estimated total mitigation cost is USD 1212 billion, and the revenue from CO2 

utilization is USD 377 billion. 

In the UK, Elahi et al. (2014) proposed a multi-period spatially explicit economical 

optimization model of an integrated CCS infrastructure using the MILP tool 

developed in GAMS. The solution shows the operational approach and investment 

requirement for all three elements of the CCS supply chain across multiple phases. 

By analyzing four time periods leading up to the year 2050, the research illustrates 

the progressive development and transformation of the CCS system over time. 

However, Elahi et al. (2014) acknowledged that the proposed solution just presents 

a deterministic view of the development of the CCS system, which might overlook 

the inherent uncertainties and risks associated with its implementation. Thus, Elahi 

et al. (2017) improved the model to a stochastic optimization tool where the results 

are presented in the form of flexible strategies in the face of uncertainties. Here, 

uncertainties in the storage capacity and the financial market are taken into 

consideration. In the same vein, Nie et al. (2017) presented a real options analysis 

of CO2 transport and storage in the UK considering regulatory, market, technical 

and geological risks and uncertainties, helping regulators and investors effectively 

evaluate incentives for CCS employment at large scale. 

When it comes to Europe, there are some contributions for Norway, the 

Netherlands, Turkey, Germany and Switzerland. Klokk et al. (2010) designed a 

model to maximize the net present value for the whole CO2 value chain. Five CO2 

sources, two aquifers and 14 oil fields with EOR potential in Norway are considered 

to illustrate the suggested model. Ravi et al. (2017) aimed at minimizing the overall 

cost for a nationwide CO2 emission reduction in the Netherlands through selecting 

appropriate sources, capture technologies, CO2 storage sites and pipeline networks. 

The foremost finding of this research is that the capture and compression contribute 

to a large share of the cost.  

Ağralı et al. (2018) built a MILP optimization model for CCS/CCU versus carbon 

trading for fossil-fired power plants in Turkey. The model’s objective is to 
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minimize the net present costs. Its main constraints are the capacities of the storage 

sites, the maximum and minimum capacities of various segments within the 

pipeline network as well as the carbon amount that can be sold to other entities for 

utilization. The outcome shows that the distance between CO2 sources and 

storage/utilization sites and the capacities on the pipes are important factors in 

choosing between carbon capture and carbon trading. Working on CCUS in 

Germany, Leonzio et al. (2019) aimed at minimizing the total costs of the supply 

chain network, which include CO2 capture and compression costs, storage costs, 

transportation costs and production costs for different compounds produced from 

CO2. One of the findings of this study is that the choice of capture technology and 

material is influenced by factors such as CO2 composition, the flow rate of flue 

gases and the intended final use of the captured CO2. Particularly, absorption 

technology proves to be highly effective in capturing high-flow flue gases. 

Recently, Becattini et al. (2022) deployed a multi-objective MILP to minimize the 

total costs of the CCS supply chains of the Swiss waste-to-energy sector while 

complying with CO2 emissions targets over a 25 years’ time horizon. This 

contribution considers a variety of transport means including ship, pipeline, barge, 

truck, and rail. It concludes that pipelines are the most cost-effective mode for 

transporting large volumes of CO2. Ship and barge are competitive with pipelines 

while truck and rail are cost-optimal only when considering small volumes of 

transported CO2 or shortsighted time horizons. 

2.3.3. SCND for CCS at region-wide scale 

One of the earliest works to address full-scale CCS system planning was proposed 

for Ohio by Turk et al. (1987). With the objective of maximizing the profit, they 

developed an integer programming model to identify optimal CO2 allocation for 

enhanced oil recovery (EOR) in a pipeline distribution network. Utilizing 

geographical information system (GIS) and mathematical programming, two 

comprehensive models, SimCCS (Middleton & Bielicki, 2009b) and SimCCSTIME 

(Middleton et al., 2012) for static and dynamic scenarios, respectively, have been 

developed to identify pipeline network layout. Particularly, these models spatially 

and temporally optimize CCS management with a goal of minimizing infrastructure 

costs while deciding how much, where, and when to capture, transport and store 

CO2. While SimCCS was demonstrated using a network of 37 CO2 sources and 14 

storage sites in California, SimCCSTIME was illustrated using data from the Texas 
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panhandle. Also taking a case study in Texas, Yue et al. (2015) adopted a MINLP 

model for supply chain optimization problem and considered trade-offs between 

two objectives: total cost minimization and GHG emissions avoided maximization. 

This study ends with a conclusion that the emitted CO2 can be stored at a cost of 

USD 45.52/tCO2 and nearly 64% of the GHG emissions can be removed from the 

atmosphere. 

J.-H. Han & Lee, (2012) and S.-Y. Lee et al. (2017) did research on CCS supply 

chains for the region of Pohang in South Korea. Both papers incorporate uncertainty 

considerations into the modelling framework. A two-stage stochastic programming 

is used in J.-H. Han & Lee, (2012) to evaluate the effects of uncertainties in 

operating costs, CO2 emissions and product prices over a 20-year period (2011 – 

2030). S.-Y. Lee et al. (2017) used multi-objective model to minimize the 

combination of total annual cost, environmental impacts and risks due to 

uncertainties and they indicate that risk-averse decision makers tend to invest less 

on capture facilities and produce less product than risk-taking decision makers. In 

2020, Zhang et al. developed a MILP model for the cost-optimal supply chain 

design of CCUS and applied to a case of large emission sources in Northeast China. 

This study concludes that in general, the optimal CCUS network requires a total 

cost of USD 23.53 per ton CO2 and that it is economic feasible to remove 50% of 

the current emissions from the considered CO2 sources at an annual cost of USD 

2.3 billion accompanied with an annual revenue of USD 0.77 billion from CO2-

EOR. 
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al., 2019) 

Total cost 

minimization 

MILP Nation-

wide/Germany 

Pipeline  

(Becattini et Multi- MILP Nation- Ship,  
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al., 2022) objective: 

Total cost 

minimization 

and emission 

minimization  

wide/Switzerla-

nd 

Pipeline, 

Barge, 

Truck, 

Rail 

(Turk et al., 

1987) 

Profit 

maximization 

MILP Region-

wide/Ohio 

Pipeline  

(Middleton 

et al., 2012) 

Total cost 

minimization  

MILP Region-

wide/Texas 

Pipeline  

(Middleton 

& Bielicki, 

2009b) 

Total cost 

minimization  

MILP Region-

wide/California 

Pipeline  

(Yue et al., 

2015) 

Multi-

objective: 

Total cost 

minimization 

and GHG 

emissions 

avoided 

maximization 

MINLP Region-

wide/Texas 

Pipeline  

(J.-H. Han 

& Lee, 

2012) 

Profit 

maximization 

MILP Region-

wide/Pohang 

Truck, 

Ship, 

Pipeline 

 

(S.-Y. Lee 

et al., 2017) 

Multi-

objective: 

minimize the 

combination 

of (1) cost, (2) 

environmenta

l impact, and 

(3) risk due to 

uncertainties 

MILP Region-

wide/Pohang 

Truck, 

Ship, 

Pipeline 

 

(Zhang et 

al., 2020) 

Net cost 

optimization 

MILP Region-

wide/Northeast 

Pipeline  
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China 

This paper Multi-

objective: 

Minimize the 

total system 

cost and 

maximize the 

amount of 

avoided CO2 

MILP Nation-

wide/Norway 

Pipeline, 

Ship, 

Truck 

Consider a 

wide range 

of sectors as 

CO2 sources 

(cement, 

iron & steel, 

refinery, 

petrochemi-

cal, 

aluminium, 

silicon, 

fertilizer, 

and natural 

gas 

processing 

Table 2.2. An indicative list of research on the optimization of CCS supply 

chain networks 

2.3.4. Key takeaways 

Several papers studied the end-to-end planning and design of the supply chain for 

CCS with common objective functions as total cost minimization or net cost 

minimization. Net costs represent the difference between the total costs and the 

benefits gained from CO2 emission reduction efforts. A few papers also deployed 

multi-objective optimization model to systematically assess the trade-offs between 

environmental regulations and economic value (Federico d’Amore et al., 2020; 

Becattini et al., 2022; Yue et al., 2015; S.-Y. Lee et al., 2017). 

In the optimization model, most of the papers include the regulation on CO2 

emissions as a constraint. Also, the decisions need to be made include the selection, 

size and location of CO2 capture and transport networks, CO2 capture processes and 

technologies, CO2 source-sink mapping, CO2 flow between sources and sinks, 

selection of storage sites, the amount of CO2 stored and energy expenditure for CO2 

transport. (Hasan et al., 2022) 

In terms of transport infrastructure, pipeline is the most economical way for 
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transporting large volumes of CO2. Recently, ship and barge have been proved to 

be competitive with offshore pipelines in some cases. Meanwhile, truck and rail 

should only be used when taking into account shortsighted time horizons or small 

volumes of CO2 transported. 

Finally, a majority of the papers exploited MILP for optimizing CCS supply chain 

networks through deploying linear relaxations for cost expressions or nonlinear 

process dynamics. 

  



 
38 

3. Research methodology 

Research methodology concerns an entire process through which a study goes to 

answer the research questions. Also, the choice of research methodology has a 

significant impact on the finding of the research. In this chapter, we will clarify the 

methodological approach selected to solve our research question. First, we will go 

through research strategy and research design. Then, how data was collected and 

analyzed will be described and later, we will highlight the quality assessment of the 

thesis. 

3.1. Research strategy 

A proper selection of research strategy plays a critical role in achieving research 

objectives (Ragab & Arisha, 2018). Research strategy refers to a general direction 

researchers go to collect and analyze information to answer their research questions 

(Bryman et al., 2019; M. Saunders et al., 2016). Business research generally 

differentiates between a quantitative and qualitative research strategy. The 

quantitative method is mainly based on the collection of quantification and 

numerical data, while the qualitative method is based more on words in the data 

collection and analysis steps (Bryman et al., 2019).  

In addition, in terms of operation management research, Karlsson (2008) pointed 

out that model-based quantitative method has become the basis of most of the 

studies. The model-based quantitative method replies on a group of variables which 

vary over a particular domain, while casual and quantitative relationships have been 

established among these variables. Will M. Bertrand & Fransoo (2002) classified 

model-based quantitative method into two different classes: axiomatic and 

empirical research. The main concern of the axiomatic research is to obtain 

solutions that can provide insights about the structure of the real-life problem as 

designed under the model, while that of empirical research is to find a model that 

can explain the real-life problem. Moreover, empirical research requires researchers 

to acquire more knowledge about the characteristics of the problem under study 

than axiomatic research.  (Will M. Bertrand & Fransoo, 2002) 

Owing to the unavailability of large-scale minimum-cost CCS networks, especially 

under the Norwegian context, axiomatic model-based quantitative method has been 

chosen for this study to find an optimal CCS supply chain. Besides, it is deemed 

essential to gather both quantitative and qualitative data to answer the research 
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question. Therefore, this paper will exploit a combination between model-based 

quantitative and qualitative methods but is more inclined to the former. Another 

vital aspect of combining these two strategies is the desire to employ the logic of 

triangulation since it allows cross-checking between findings from both quantitative 

and qualitative data (Deacon et al., 1998).  

The qualitative method will be applied in selecting, synthesizing, and summarizing 

related articles, studies, and internal documents. Moreover, qualitative research will 

be employed to analyze data from interviews with professional researchers. The 

qualitative data was then further utilized to establish overview context and insights 

for the quantitative data. The model-based quantitative method will be 

implemented, as suggested by Mitroff et al. (1974), cited in Will M. Bertrand & 

Fransoo (2002) (Figure 3.1), to determine a cost-optimal supply chain network for 

CO2 capture, transportation, and storage while meeting different emissions targets. 

Firstly, we chose a conceptual model by identifying the scope, objectives, and 

decision variables of the problem. Then, a quantitative model was built through 

defining causal and quantitative relationships among variables. After that, the 

model was solved and finally, the result of the model is presented and analyzed 

prior to the beginning of a new cycle.  

 

Figure 3.1. Model-based quantitative research (Mitroff et al. (1974) cited in 

Will M. Bertrand & Fransoo (2002) 

When it comes to the research structure, there are three approaches, namely 

inductive, deductive, and abductive. An inductive approach is characterized as 

theory being data-driven; in other words, the inductive approach enables theory to 

arise from research. A deductive approach is implemented to test hypotheses driven 

from earlier theory. As a combination of the two above approaches, an abductive 
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approach starts with recognizing a phenomenon and then seek to answer it by 

investigating iteratively between theory and practice. (Bryman et al., 2019) 

For this thesis, the abductive approach is selected rather than a strict logic of theory-

testing (deduction) or theory-building (induction). Dubois & Gadde (2002) believe 

that the abductive approach is a better choice for researchers to connect theory and 

practice. This is more crucial when the literature on the topic of this study is limited, 

especially under the Norwegian context. The abductive approach enables us to 

move back-and-forth between literature and observation to create a research 

question and collect necessary data before coming up with meaningful findings. A 

demonstration of the abductive approach used in this study is shown in Figure 3.2. 

 

Figure 3.2. Abductive approach (synthesized by authors) 

3.2. Research design 

According to R. Kumar (2018), research design serves as a roadmap guiding 

researchers to answer the research question with the utmost objectivity, accuracy, 

validity, and cost-efficiency. In line with that, Bryman et al., (2019) define research 

design as a framework assisting researchers in gathering and analyzing data to 

address the research question. There are various types of research design, namely 

cross-sectional design, case study design, comparative design, experimental design, 

and longitudinal design (Bryman et al., 2019). 

In this thesis, we will design a case study in Norway to answer the research 

question. As stated by Dul & Hak (2007), a case study is appropriate when the 

current theoretical framework insufficiently address the empirical phenomena in a 

comprehensive manner. According to Bryman et al., (2019), a case study is most 

relevant for investigating a bounded situation or system intensively. Norway is one 

of the world’s pioneers in the development of full-scale CCS projects. However, 

these projects involve single chains instead of a widespread network of different 

CO2 sources, transport modes and storage locations. From the supply chain 
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perspective, we want to study how a minimum-cost supply chain network for CCS 

can be designed to satisfy different goals of reducing emissions. This case study 

design is suitable as although there has been research on SCND for CCS in some 

countries or areas, studies on this topic in Norway has not been thoroughly 

investigated.  

There are several types of case studies that possess different characteristics. Stake 

(1995), cited in Bryman et al. (2019), differentiates between three types of case 

studies: instrumental, intrinsic and multiple or collective. Instrumental case studies 

serve as a mean to comprehend broader issues or challenge generalizations. 

Intrinsic case studies, on the other hand, are appropriate for comprehending the 

unique aspects of a situation rather than seeking generic understanding. Finally, 

multiple or collective case studies are employed to gain insight into a general 

phenomenon by connecting multiple studies. In our research, we aim to design a 

CCS supply chain network specifically in Norway. At the same time, the model we 

built exhibits flexibility and generality, making it applicable to various geographic 

locations. Through designing a network at a country level, we can also evaluate the 

feasibility of clustering small-scale emission sources generally. Thus, we deem our 

study as a combination of intrinsic and instrumental case studies. 

It is critical for researchers using a case study approach to establish a clear 

understanding of the level of analysis to be undertaken (Bryman et al., 2019). In 

simpler terms, researchers need to determine the unit of measurement and analysis 

for their study. The level of analysis might revolve around individuals, groups, 

organizations and societies (Bryman et al., 2019). In order to obtain a deeper 

understanding and data about CCS in Norway, we adopted an organizational level 

of analysis. We justified this choice by considering that while we conduct 

interviews with individuals, their responses are considered representative of their 

respective organizations.  

3.2.1. Sampling 

This section will elucidate the sampling method for the interview and the process 

of choosing interviewees. According to Bryman et al. (2019), it is common in a case 

study that the selection of samples is based on their suitability for the objectives of 

the investigation. This is known as purposive or non-probability sampling, in which 

participants are selected strategically based on their relevance to the research 

question, rather than randomly (Bryman et al., 2019). The sample members should 
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have different characteristics relevant to the problem statement to ensure the variety 

of the resulting sample. For our research, it is crucial that participants meet specific 

criteria, such as knowledge about CCS and SCND for CCS. Therefore, purposive 

sampling is the most suitable approach for our research. 

We identified two fundamental criteria for our interviewees: (i) CCS knowledge 

(technical and industry knowledge) and (ii) expertise in SCND for CCS (our focus 

topic). Based on these criteria, we identified three target groups of participants that 

are relevant to our research question: (1) technical experts in each component of 

CCS, namely CO2 capture, CO2 transport and CO2 storage, in Norway; (2) experts 

in CCS market in Norway and (3) experts in SCND for CCS at different scales. We 

aimed to have 2 to 3 interviews for each group, amounting to a total target of at 

least 6 interviews. 

We utilized various methods, including cold calls via email, getting contact from 

CLIMIT Summit 2023 organized in Norway, and leveraging our supervisor’s 

networks, to identify interview candidates who belong to one of the three target 

groups. Furthermore, to expand our search and reach out to suitable potential 

interviewees, we employed a snowballing approach. As stated by Bryman et al. 

(2019), this method involves leveraging initial contact with a small group of 

individuals relevant to the research to establish connections with others. During the 

interview, we inquired with participants about other relevant stakeholders who 

might be of interest to the research project to contact them later. 

As of May 2023, we reached out to 16 potential participants. Initially, they were 

contacted via email, which included a brief introduction of the interviewers, an 

overview of the study and the reason why we invited them to participate. In 

instances where we did not get an answer, follow-ups were made through email. 

Eventually, we achieved a success rate of nearly 44% with 7 participants from 

different organizations and 9 interviews in total, in which we conducted 3 

interviews with a senior specialist of Norwegian Geotechnical Institute (NGI) as 

this is our main partner in the thesis project. The list of interviews, the interviewees’ 

organization as well as the group they are in are presented in Table 3.1. 
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Date Target 

group 

Organization Location Length 

(mins) 

17.11.2022 2 NGI NGI 60 

29.12.2022 2 NGI Zoom 60 

10.02.2023 1 Gassnova Zoom 15 

13.02.2023 1 

The Research Council 

of Norway Zoom 15 

14.02.2023 1 Sintef Zoom 60 

23.02.2023 3 

University of Padova, 

Italy Microsoft Teams 60 

28.02.2023 3 

ETH Zürich, 

Switzerland Zoom 60 

03.05.2023 2 NGI Zoom 60 

26.04.2023 1 Hafslund Oslo Celsio Zoom 30 

Table 3.1. List of interviews 

3.3. Data collection 

Data collection is a crucial point of any research (Bryman et al., 2019). The 

literature separate types of data into secondary data and primary data. According to 

M. Saunders et al., (2016), secondary data is defined as information that has been 

generated for other sources. Primary data is information collected by researchers 

for the aim of the research (Bryman et al., 2019). In other words, primary data is 

observed or gathered from first-hand experience.  

3.3.1. Secondary data 

Owing to the time-consuming process of collecting primary data, secondary data is 

essential to gain insights into the topic. In this research, secondary data is obtained 

from existing literature, such as previous and relevant articles, research and reports 

on the topic, and websites of some related organizations. This data helps us to grasp 

the knowledge of each component in CCS supply chain, derive inputs for the 

optimization model as well as understand tools and methods for evaluating total 

costs and environmental impacts of the CCS supply chain network. As the 

abductive approach is chosen, we need to go back-and-forth between observations 

and research. Thus, the literature was regularly added and removed. 

3.3.1.1. Literature 
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At the beginning of the data gathering process, existing literature was reviewed. To 

get relevant papers and comprehensively interpret related concepts and models, we 

searched through some online sources. The search was conducted by applying 

search strings, narrowing down the amount of literature and ensuring that relevant 

papers are not excluded. These search strings are based on a distinctive combination 

of the following keywords which are relevant with the research question: supply 

chain, network design, CCS, cost, technology, carbon/CO2 capture, carbon/CO2 

transport/transportation, carbon/CO2 storage, challenges, barriers, difficulties, 

opportunities, energy consumption, etc.  

The main platforms we have accessed are Oria and Google Scholar. To acquire an 

extensive database, we also accessed some well-known journals in logistics and 

supply chain management, namely International Journal of Supply Chain 

Management or International Journal of Operations & Production Management. In 

addition, the International Journal of Greenhouse Gas Control, focusing mainly on 

carbon capture, transport, utilization, and storage, was also considered to gain a 

deep understanding about the topic. Reviewing previous literature provides an in-

depth background, enabling us to build up a well-prepared interview guide. 

3.3.1.2. Websites 

Another important source to obtain suitable secondary data is websites of related 

organizations. Through Google, we identified some websites of crucial and relevant 

organizations, including (1) international organizations, such as Global CCS 

Institute, and IEA; (2) Norwegian companies and platforms, namely Norske Utslipp 

(Norwegian PRTR), Northern Lights, Technology Centre Mongstad, SINTEF, 

GASSNOVA, and CCS Norway. 

a. International organizations 

• Global CCS Institute 

Global CCS Institute is “an international think tank whose mission is to accelerate 

the development of carbon capture and storage” (Global CCS Institute, n.d.). The 

institute’s main activities are to share expertise, build capacity and provide advice 

and support in the development of CCS. The institute also provides a rich database 

in CCS facilities and global status of CCS, enabling us to obtain crucial numbers 

about CO2 capture process.  

• IEA 
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Established in 1974, the International Energy Agency (IEA) has been working with 

governments and industries to maintain a secure and sustainable energy future for 

all countries (IEA, n.d.). IEA provides authoritative data, analysis, real-world 

solutions, and policy recommendations to make better decisions (IEA, n.d.). 

Moreover, IEA also offers some databases on CCS. By cultivating this database, 

the author extracted consistent insights about capturing CO2 emissions. 

b. Norwegian companies and platforms 

• Norske Utslipp (Norwegian PRTR) 

The Norwegian PRTR website presents information about annual emissions 

released to air and water as well as waste transfers from different companies in 

Norway who have obligations to report emissions to the Norwegian Environment 

Agency (Miljødirektoratet) and the State Administration (Statsforvalteren) (Norske 

Utslipp, n.d.). The website consists of data of both point sources and emissions 

amount. From this website, the volume of emissions of each Norwegian CO2 source 

was retrieved. 

• Northern Lights 

Northern Lights was established in March 2021 as a partnership among Equinor, 

Shell and TotalEnergies (Northern Lights, n.d.-c). Northern Lights has 

responsibility for developing and operating carbon transport and storage facilities 

for the Norwegian government’s full-scale CO2 capture and storage project 

(Northern Lights, n.d.-a). Through the website of Northern Lights, we understand 

more about the features of storage site as well as the CO2 storage process. 

• Technology Centre Mongstad 

Technology Centre Mongstad (TCM) is owned by the Norwegian State and 

operated by Equinor (Technology Centre Mongstad, n.d.). The main purpose of 

TCM is testing, verifying and demonstrating different and cost-efficient 

technologies for capturing CO2. TCM is also considered as the world’s leading and 

largest center for developing CO2 capture technologies. As a result, this source 

provides interesting information about CO2 capture technologies. 

• SINTEF 

SINTEF was found in 1950 by the former Norwegian Institute of Technology 

(SINTEF, n.d.). Due to its growth as well as mergers with other institutes, SINTEF 
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has become one of Europe’s largest independent research organizations. Every 

year, SINTEF carries out thousands of projects which cover a wide range of topics. 

Among those topics, CCS is also an important area SINTEF focuses on. By diving 

into SINTEF’s published research on CCS, we gained some necessary data about 

the CO2 capture and transportation processes.  

• GASSNOVA 

With the purpose of promoting development of technology for cost effective 

solutions for CCS, Gassnova was created by the Norwegian state in 2005 

(GASSNOVA, n.d.). On behalf of the state, Gassnova has been closely engaged in 

the management of the first full-scale CCS project in Norway, the Longship project. 

Additionally, with the aim of sharing knowledge on CCS, the company is 

responsible for managing a funding scheme for technology development for CCS, 

namely CLIMIT program. From this program, a considerable number of contacts 

of related researchers on CCS in Norway were found.   

• CCS Norway 

CCS Norway, developed by GASSNOVA, serves as a specialized platform with the 

objective of boosting and assisting the progress of CCS technologies and projects 

in Norway. CCS Norway acts as a central focal point for staying updated on the 

most recent news, research, and advancements of the Longship project in Norway. 

Thus, it fosters knowledge sharing and promotes collaborative efforts among 

researchers, policymakers, industry experts, and stakeholders involved in CCS. 

3.3.2. Primary data 

Primary data refers to the data that researchers collect for their research objectives 

(Bryman et al., 2019). Primary data plays a vital role in obtaining the findings of 

this thesis since secondary data alone are inadequate to address our research 

question. In our thesis, we collect primary data from interviews with representatives 

of relevant organizations. Through those interviews, we not only gain in-depth 

qualitative insights into CCS situation in Norway but also are able to assess if 

quantitative data collected from literature and public sources can be applied in the 

Norwegian context. Furthermore, we can also get clarifications on each component 

of the optimization model and methods to run the model efficiently. 

As we want to guide interviewees through uniform questions and remain adaptable 

to their responses, semi-structured interviews are employed to add flexibility from 
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different flows of the conversations to the standardization of an interview guide. 

According to (Bryman et al., 2019), an interview guide contains lists of questions 

related to specific topics that need answering. This approach enables researchers to 

explore interesting aspects that arise during the interview and allows for additional 

probing and follow-up on those topics. 

To solve the research question, we developed a customized interview guide for each 

of the three target groups using literature review and secondary data, as attached in 

Appendix 1. In the first target group which includes experts in each component of 

CCS in Norway, we further broke the guide down into three parts, namely CO2 

capture, CO2 transport and CO2 storage so that we can ask the right questions to the 

right person. Customizing the interview guide helps us to maximize the richness 

and depth of the data gathered from each group of interviewees. Additionally, we 

conducted pilot interviews prior to the actual interviews with a view to familiarizing 

ourselves with the interview setup, as well as uncovering any questions that are 

potentially problematic (Bryman et al., 2019). As a result of the pilot phase, certain 

questions were adjusted. Besides, we gained valuable insights from piloting the 

interview process, such as the need to allocate time for open discussions in the end 

and notice our body language throughout the interviews. 

The interviews are held both online and offline, but mainly online through Zoom or 

Team platform due to either the geographical distance or busy schedule of 

interviewees. All interviews were carried out in English and lasted from 15 minutes 

to 1 hour. Some instructions from Saunders et al. (2019) are followed to address 

quality problems of semi-structured interviews. At the beginning of the interviews, 

we provided an introduction about ourselves, our study, and its purpose to ensure 

clarity for the interviewees. To better contextualize interviewee’s responses, we ask 

them about their positions and their working experience (Bryman et al., 2019). 

Subsequently, we followed the questions outlined in the interview guide while 

remaining adaptable to the flow of conversation. Throughout the interviews, we 

made use of note-taking, which allowed us to ask follow-up questions and served 

as a back-up for recording the data (M. N. K. Saunders et al., 2019). Finally, 

immediately after each interview, we dedicated time to writing comprehensive 

notes, ensuring that we captured our immediate impressions and important 

information from the answers. 

3.4. Data analysis 
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After collecting data, the subsequent stage involves transforming it into valuable 

information through analysis. In essence, the process of data analysis is primarily 

about reducing the vast pool of data collected into a meaningful and actionable form 

that can be utilized to generate value (Bryman et al., 2019). In this thesis, we 

obtained different data types that necessitated the utilization of different analysis 

methods. Thus, this section will be segregated into two parts to address our 

qualitative and quantitative data analysis separately. 

3.4.1. Qualitative data analysis 

Regarding the qualitative data, the analysis needs to be performed to provide a 

thorough picture of each CCS component in Norway. This analysis ensures that the 

input data used in our model is relevant and reflects the Norwegian context. To 

carry out the analysis, we followed two crucial steps, namely data preparation and 

template analysis (M. N. K. Saunders et al., 2019). 

For data preparation, we wrote notes during and immediately after each interview 

to capture information from the answers. We employed certain functions in MS 

Word such as bold, underline and italic to highlight parts that we should pay the 

most attention to. Furthermore, maintaining quality assurance is a fundamental 

aspect of the research process. To achieve this, we compared the notes between 

both of us multiple times. The objective was to ensure the accurate representation 

of the interviewees’ statements, avoiding any misquotations or misinterpretations 

that could potentially distort the data or remove its contextual relevance. 

The next step is template analysis. According to Saunders et al. (2019), both 

inductive and deductive approaches can be combined within template analysis by 

initially predetermining categories and later modifying or expanding them as data 

is collected and analyzed. This process consists of two steps: first, developing 

templates, and then associating relevant data with these templates. Thus, we had 

established a template that includes categories corresponding to each component of 

CCS and their sub-categories. Subsequently, we organized data from our notes into 

this template. By doing template analysis, we could dissect the vast number of notes 

into different categories, which allows us to filter relevant details easily and identify 

similarities and differences in participants’ viewpoints on the given topic. Based on 

this, we could map the CCS system in Norway and proceed with our model.  

3.4.2. Quantitative data analysis 
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In our study, the quantitative data was retrieved from various sources, including 

literature, websites, documents from relevant organizations, and interviews. To 

begin, we transferred this data to Excel for cleaning and processing. Understanding 

the structure and content of the data is crucial in order to carry out effective data 

cleaning. Thus, descriptive statistics were conducted using the “Data Analysis” 

ToolPak, an Excel add-in, to get an overview of data. Then, we cleaned the data by 

ensuring correct data types and eliminating any duplicate, missing or unwanted 

values. Furthermore, for cost data, we put them to a common economic basis (€2020) 

using the chemical engineering plant cost index and exchange rate collected from 

reliable websites. When it comes to distance data, we converted all measurements 

to kilometers (km) to ensure consistency. Similarly, emissions data were 

standardized to metric tonnes. These steps make sure that the units of data input are 

consistent, laying a firm foundation for the model to run properly. 

After making the necessary modifications to the data file, we proceeded with the 

subsequent steps. We utilized different features, formulas and functions in Excel to 

analyze the data. For example, when working with emissions data, we employed 

sorting and filtering features to select the twenty largest CO2 sources and arrange 

them in descending order. Graphs were also used to visualize the distribution of 

emissions across various sectors. Furthermore, we employed pivot tables to group 

the emissions by regions, providing a basis for choosing port candidates for ship 

transport. Excel is also the software that we utilized to build up our mathematical 

optimization model, which includes objective functions, decision variables and 

constraints, due to its familiar interface and easy use. After running the model for 

various scenarios, we continued to analyze, visualize and interpret the results to get 

meaningful findings and insights. 

3.5. Quality of the research 

Regarding quantitative research, three primary criteria to evaluate the quality of the 

research are reliability, validity, and replicability. In business research, however, 

replicability is not common (Bryman et al., 2019). When it comes to qualitative 

research, there are two criteria to assess the quality, namely trustworthiness and 

authenticity (Bryman et al., 2019; Lincoln and Guba,1985; Haldorsson and Aastrup 

2003). Trustworthiness consists of four dimensions, including credibility 

(paralleling with internal validity in quantitative research), transferability 

(paralleling with external validity), dependability (paralleling with reliability), and 
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confirmability (Bryman et al., 2019). As our study applies both quantitative and 

qualitative research, we will evaluate the quality of the research in terms of 

reliability, validity, confirmability and authenticity. 

3.5.1. Reliability 

Reliability refers to whether the study’s findings are consistent over time. In other 

words, reliability pertains to the stability of results when a study is conducted on 

separate occurrences (Bryman et al., 2019). To achieve reliability, researchers 

should provide a clear and transparent account of the research process from the 

initial stages of the research to the reporting of the results. Hence, it is important to 

maintain records of the research in an organized and accessible manner throughout 

the study. (Guba & Lincoln, 1994) 

In order to ensure reliability, we established a unified database for the thesis. A 

designated folder on Office 365 OneDrive was created as a central platform to store 

all relevant documents, enabling us to utilize them as supporting evidence. This 

folder encompasses various documents from the early stages of the research, 

including problem formulation, the projects’ timeline, selection of interviewees and 

the interview guide. After each interview, the interview notes are also processed 

and kept there. Additionally, it contains copies of all articles and documents from 

relevant organizations that our quantitative data is collected from. Moreover, the 

database includes our full mathematical model, results of the model and our 

analyses. These measures guarantee that other researchers have access to data, 

follow the same procedures as undertaken in this research and get the same results, 

thereby ensuring reliability.  

3.5.2. Validity 

Another prominent criterion for evaluating research is validity. Validity deals with 

the accuracy of studies. In other words, validity concerns the integrity of 

conclusions generated from research. Validity includes internal validity and 

external validity. Internal validity requires that research has established a genuine 

cause-and-effect relationship that is not able to be explained by other factors. 

External validity concerns whether findings can be applied to other contexts or the 

extent to which findings can be generalized. (Bryman et al., 2019) 

3.5.2.1. Internal validity 

In this research, internal validity depends significantly on the ability of the writers 
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to identify relevant variables affecting CCS supply chain network design and 

ultimately build an appropriate model. To ensure the internal validity, we applied 

triangulation and respondent validation techniques as suggested by Guba and 

Lincoln (1994), cited in Bryman et al. (2019).  

Triangulation is the technique using multiple methods or sources of data to 

investigate one phenomenon, which leads to a greater assurance of finding. In this 

study, we reviewed many previous papers in designing CCS supply chain network 

to gain a thorough overview of the problem. Additionally, to determine proper 

variable influencing CCS network design, data for each aspect of CCS has been 

extracted from at least two different existing studies. Furthermore, data from the 

interviews has been used to verify and confirm the collected secondary data. 

Concerning respondent validation technique, the meaning of this method is 

checking research with other researchers in the field. When the model was 

completely built, we presented it to experts in CCS and SCND for CCS to ensure 

that the collected data was interpreted correctly and that the model is relevant.   

3.5.2.2. External validity 

When examining external validity, the issue of how people are chosen to take part 

in research becomes more essential (Bryman et al., 2019). In this study, although 

the primary data was collected from a small group of participants, the relevance of 

the participants is high as they all are specialists in CCS or SCND for CCS. 

Furthermore, while the finding of this study is more inclined to the Norwegian 

context, the model is designed such that it can be applicable to various sectors, 

transport systems and geographic regions. Therefore, provided that some data under 

the Norwegian context, such as CO2 sources, electricity carbon intensity or cost 

data, is adjusted, this model can be transferable to other contexts. 

3.5.3. Confirmability 

Confirmability concerns the assurance that, even though absolute objectivity is 

unattainable in business research, the researchers can show their sincere intentions 

during the research period. In other words, confirmability does not allow excessive 

or noticeable personal beliefs or theoretical preferences to influence the research 

process and its resulting conclusions (Bryman et al., 2019). We implemented some 

measures to ensure confirmability throughout every stage of the research process. 

First, we made sure that both of us were present in every interview conducted. In 
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fact, our supervisor also attended most interviews. Second, we regularly sought 

consultations from our supervisor and the senior specialist of NGI during the period 

conducting this study. Furthermore, we support all the findings by reliable data and 

results from running the optimization model. By doing so, all the conclusions and 

recommendations can be traced back to their sources easily and thus eliminate any 

doubts about subjectivity. 

3.5.4. Authenticity 

Authenticity is related to “the wider social and political impact of research” 

(Bryman et al., 2019, p. 365). By designing a CCS supply chain network that is 

cost-effective and contributes to decarbonization, our research benefits multiple 

stakeholders. First, it provides industries and businesses with valuable insights into 

how CCS network can reduce their carbon emissions effectively and thus help them 

to meet their sustainability objectives and comply with regulations. Second, the 

research can assist policy makers and regulators in decision-making processes, 

enabling the formulation of guidelines that facilitate the establishment and 

operation of CCS supply chains. When it comes to investors, the research helps 

them to understand the economic viability and financial feasibility of different 

supply chain configurations. Moreover, this research contributes to advancing the 

implementation of a robust and interconnected CCS network which ultimately helps 

to reduce GHG and benefit the society as a whole. 

3.6. Ethical and societal consideration 

When conducting research, it is essential for researchers to be aware of ethics in 

their research projects. Many ethical issues may emerge during the process, and it 

is critical to manage them adequately. Bryman et al. (2019) indicate that there are 

four main categories of ethical issues which must be handled in the research, 

including participant harm, informed consent, privacy invasion and deception. 

Participant harm pertains to safeguarding all participants of the research from any 

kind of harm, both directly and indirectly. Informed consent concerns that 

respondents of the study must be fully informed of the research. Invasion of privacy 

highlights the rights of participants to decline providing personal or sensitive 

information during interviews or in response to certain questions. Deception 

ensures that researchers will avoid all cases in which respondents are empowered 

to answer questions in a biased way or less naturally. 
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This study was conducted with all those four ethical considerations in mind. The 

purpose of the research was explained thoroughly to all participants at the beginning 

of every email and before the interviews. Moreover, the participants were 

anonymized by providing them with identifier codes. Also, participants have the 

right to withdraw from the research without any further explanation. Additionally, 

the interview guides have been created under thorough examination, making sure 

not to ask personal data or not enabling biased responses to meet the two last ethical 

considerations. 
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4. Optimization model for SCND for CCS 

In this section, we will elaborate on the modelling framework and methods used to 

design the optimal CCS supply chain network. Subsequently, the system in Norway 

in terms of each component of CCS and inputs for the model are described. Finally, 

mathematical optimization model is formulated and explained. 

4.1. Modelling method 

The supply chain network of CCS includes three sequencing stages: capture, then 

transport and finally storage. Instead of focusing on only an individual unit in the 

network, our model displays a holistic view through identifying an optimal network 

for the entire CCS supply chain. Accordingly, the model answers the following 

questions simultaneously: which sources will be selected, how much CO2 will be 

captured at the sources and stored at storage sites, which transport modes will be 

implemented and how much CO2 will be transported between two nodes.  

In other words, the model presents two kinds of decision variables: (1) investment 

decisions concerning whether to install capture units at sources or transport modes 

between two nodes are illustrated by binary variables, which can only take 1 or 0 

values; (2) operational decisions refer to amount of CO2 captured, transported, or 

stored and are illustrated by continuous variables as they can take any non-negative 

values satisfying certain constraints. Furthermore, the solution of the model must 

satisfy all constraints which are formulated under linear functions. The objectives 

of the model are minimizing the total system cost and maximizing the total CO2 

amount avoided. These objective functions are also linear. It is also worth noting 

that we do not consider any time-dependent factors in our model. As a result, the 

model obtained is a multi-objective, multi-stage, multi-echelon, and static mixed 

integer linear programming (MILP) model. 

Although there are many methods usable to solve multi-objective model, the ε-

constraint approach is chosen for this study as it allows to depict the trade-off 

between minimizing the system cost and maximizing the CO2 avoidance level 

through a Pareto curve. In the general form, a multi-objective MILP model using 

the ε-constraint method can be written as follows: 

min
𝑥,𝑦

(𝑎𝑥 + 𝑏𝑦) subject to {

𝑐𝑥+𝑑𝑦≥ 𝜀
𝐴𝑥+𝐵𝑦=𝑒

𝑥 ≥0
𝑦 ∈(0,1)
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where a, b, c and d are vectors expressing the objective functions of the model in 

relation to continuous decision variable, x, and binary decision variable, y. ε is the 

upper or lower bound for one objective function. A and B are the constraint matrices 

corresponding to variable x and y and e is a vector representing the constant value 

of the constraints. 

Despite the inherent difficulty of solving MILP problems compared to linear 

programming (LP) problems, there exist numerous commercial and non-

commercial software packages specifically developed to address MILP problems. 

Commercial packages may include CPLEX, Gurobi, LINDO and MOSEK while 

some noticeable non-commercial packages are BLIS, CBC, GLPK, MINTO, SCIP 

and SYMPHONY (P. H. Kumar & Mageshvaran, 2020). In general, non-

commercial MILP software packages are unable to achieve the same level of speed 

and reliability as their commercial counterparts.  

In this thesis, we chose to use Gurobi 10.0.1 to solve the MILP problem of CCS 

supply chain optimization. Fortunately, as students using Gurobi Optimizer for 

academic use, we can get free licenses while benefitting from the same solving 

power as commercial licenses (Gurobi, n.d.-a). There are several reasons why we 

selected Gurobi optimizer for our project. First, it is known as the world’s fastest 

solver (Gurobi, n.d.-b). Public benchmarks consistently demonstrate that Gurobi 

outperforms competing solvers by finding solutions that are feasible and proven 

optimal at a faster pace. Second, Gurobi incorporates cutting-edge techniques 

exclusively tailored for MILP problems. These include methods such as primal 

heuristics, symmetry detection, and cutting planes, which help to not only reduce 

solution time but also enhance solution quality. Furthermore, continuous 

development and strong support ensure users have access to the latest advancements 

and assistance in leveraging Gurobi’s capabilities effectively. (Gurobi, n.d.-b) 

Another advantage of Gurobi is that users can easily incorporate its optimization 

capabilities into their preferred development environments and leverage its 

advanced features and performance to solve complex problems (Gurobi, n.d.-b). In 

our thesis project, we integrated Gurobi with OpenSolver which is an open-source 

optimization modeling and solving tool primarily built as an Excel add-in 

(OpenSolver, n.d.). Accordingly, we only need to define decision variables, 

constraints and objective functions within the familiar Excel environment provided 

by OpenSolver. Then, OpenSolver will communicate with Gurobi solver to find 
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optimal or near-optimal solutions for the defined problem. This strategy not only 

simplifies the process of formulating the optimization framework but also makes 

our model accessible to people with limited knowledge of programming or 

modelling languages. 

To solve such a complex problem as SCND for CCS in Norway, we decided to 

utilize a mixed integer programming (MIP) gap of 1%, which means that the solver 

will terminate when the best feasible solution found is within 1% of the optimal 

solution (Gurobi, n.d.-c). This MIP gap of 1% is also employed by Becattini et al. 

(2022) when solving the optimization problem of the CCS supply chain network in 

Switzerland. We chose this threshold as it strikes a balance between solution quality 

and computational resources. It allows for finding reasonably good solutions 

without excessive computational time, especially for our problem where finding the 

exact optimal solution is very challenging and may be computationally infeasible. 

4.2. System description and model inputs 

This research introduces a MILP modeling framework which aims to optimize a 

CCS supply chain in Norway in terms of costs and avoided CO2 with a focus on 

major industrial CO2 sources including refinery, petrochemical, cement, iron & 

steel, aluminium, silicon, natural gas processing, and fertilizer. The model covers 

all components of CCS from capture units tailored for different sectors, transport 

through a multi-modal network including pipelines, ships and trucks and storage in 

suitable offshore geological reservoirs, as illustrated in Figure 4.1. and Figure 4.2. 

The spatially explicit characteristics of the system are demonstrated through a set 

of nodes denoted as N. The subset of N includes 𝑁𝑐
 indicating the location of CO2 

emission sources, 𝑁𝑠
 indicating the location of storage sites and 𝑁ℎ indicating 

harbors across Norway for CO2 ship transport. 

Specifically, 𝑁𝑐 further includes: 

n = r1-2, corresponding to 1 refinery node and 1 petrochemical plant node; 

n = {c1-2}, corresponding to 2 nodes of cement factories; 

n = {i1-4}, corresponding to 4 nodes of iron or steel plants; 

n = {s1-5}, corresponding to 5 nodes of silicon plants; 

n = {a1-5}, corresponding to 5 nodes of aluminium plants. We further define the set 

of steps in aluminium plants as P, and P includes p = refining and p = smelting; 

n = {o1-2}, corresponding to nodes of other industries including production of 
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fertilizers and natural gas processing. 

Meanwhile, 𝑁𝑠 includes: 

n = {m1-3}, corresponding to 3 storage nodes, namely Northern Lights, Smeaheia 

and LUNA. 

𝑁ℎ includes: 

n = {h1-7}, corresponding to 7 harbor candidates in Norway for CO2 ship transport, 

namely Port of Narvik, Port of Mosjøen, Port of Porsgrunn, Port of Kårstø, Port of 

Årdalstangen, Port of Sunndalsøra and Port of Husnes. 

 

Figure 4.1. Illustration of the system setup 
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Figure 4.2. CCS supply chain network model in this study 

4.2.1. Emission sources 

In Norway, a significant part of the anthropogenic CO2 emissions originates from 

industry which is the focus of this study (Statistics Norway, 2022). To identify the 

major sources, we utilized the database about CO2 emissions from the land-based 

industry provided by the Norwegian Environment Agency (2021). We excluded the 

offshore petroleum industry from our research after consulting NGI’s 

representative. Specifically, CO2 from offshore sources stems mainly from the 

diesel/gas generators that produce power needed for drilling, oil and gas production 

and platform operations. Meanwhile, Norwegian industry is planning to electrify 

the platforms and thus CO2 will be eliminated when diesel/gas generators are 

replaced by electricity from green sources such as wind power.   

Based on the database, we selected the twenty largest CO2 emitters whose CO2 

emissions are above 0.2 megatonnes (Mt). These emitters consist of one refinery, 

one petrochemical plant, two cement factories, four iron or steel plants, five 

aluminium plants, five silicon plants, and two facilities of other industries including 

production of fertilizers and natural gas processing. The CO2 emissions per year for 

each of these sources vary between 0.225 Mt and 1.997 Mt, totaling to about 9.69 

Mt of CO2 emissions annually. The twenty selected sources account for 

approximately 74.7% of the total CO2 emissions from all Norwegian sources of the 

land-based industry reported in 2021. In terms of the geographic locations, these 

sources mostly lie on the coast, and they are spread over different cities and regions 

in Norway. Specifically, 30% of the sources are situated in Western Norway while 
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sources from Northern Norway and Southern Norway represent about one-fourth 

and one-fifth of the total respectively. Finally, there are only three plants in 

Southwestern Norway and two plants in central Norway. Details about the main 

activities, the annual CO2 emissions, denoted as 𝑄𝑛,𝑝 [tonnes CO2], and locations 

described by the exact coordinates of each source can be found in Appendix 2. 

When it comes to CO2 emissions distribution within the twenty selected sources, 

aluminium production is responsible for nearly 2.18 Mt of CO2 annually, equivalent 

to 22% of the total emissions from these sources. Refinery contributes 1.997 Mt of 

CO2 per year (21%), while silicon production contributes 1.46 Mt (15%), iron and 

steel production contributes 1.14 Mt (12%), and cement contributes 1.05 Mt (11%) 

per year. Additionally, other industrial domains, including natural gas processing, 

production of fertilizers and petrochemicals, result in a total of 1.86 Mt of CO2 

emissions annually, which corresponds to 20% of the total emissions. (Figure 4.3) 

 

Figure 4.3. Distribution of CO2 emissions within the selected sources by 

sectors 

4.2.2. Capture 

In our study, we select post-combustion technology as the method to capture CO2 

for all sectors. This technology was selected due to its relatively competitive cost, 

retrofit capability, commercial availability and its effectiveness in capturing CO2 

across various levels of CO2 partial pressures. This choice was supported by 

literature review and particular references including Global CCS Institute (2021), 

Mission Possible Partnership (2021), Gardarsdottir et al. (2019), Bains et al. (2017) 

and d’Amore et al., (2021a).  

With post-combustion technology being chosen, the key parameters used to 
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describe the capture echelon include the unitary cost of capture, denoted as 𝑈𝐶𝐶𝑛,𝑝 

[€/tCO2], which accounts for both capital and operation costs, the capture 

efficiency, represented by 𝜆𝑛,𝑝 [%], which measures the proportion of CO2 

emissions that are successfully captured and kept from being discharged into the 

atmosphere, and the electricity consumed per unit of CO2 captured 𝛼𝑛,𝑝
𝑐  

[kWh/tCO2]. These parameters are summarzed in Table 4.1. It is worth mentioning 

that all costs have been adjusted and standardized to a consistent economic 

reference point (specifically, the year 2020) using the chemical engineering plant 

cost index (CEPCI) provided in the Appendix 3 (Chemical Engineering, 2020).  

 
(*) All costs have been standardized to €2020 using the chemical engineering plant cost index 

and exchange rate from (Exchange Rates, n.d.) 

Table 4.1. Parameters for capture process 

As for the electricity utilized for CO2 capture process, it is important to note that 

this parameter for cement plants is set to be zero. The world’s first CO2 capture 

facility at a cement plant is being installed and will be in operation by 2024 at 

Heidelberg materials Brevik (Brevik CCS, n.d.), one of the two CO2 sources from 

cement production considered in this thesis. This facility uses waste heat recovered 

from the cement plant to capture CO2 (Aker Carbon Capture, n.d.), thus there are 

no additional emissions caused by the electricity requirements for running the 

capture system. For other industrial sectors, while the necessary heat for CO2 

capture can potentially be provided internally by the plant or from renewable 

sources, we consider an electrical energy demand of 25 kWh/tCO2 for the purpose 
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of model generalization. This number is taken from Becattini et al. (2022). 

4.2.2.1. Cement 

The primary source of CO2 emissions in cement production is the rotary kiln, where 

CO2 is released from both the combustion of fuel and the process of limestone 

calcination (i.e., decomposition of carbonate minerals). This combination of 

process and combustion emissions occurs within a single unit in cement production 

(Bains et al., 2017). The cement industry presents a favourable prospect for CCS 

due to several factors. Cement plants are relatively significant emitters of CO2, and 

the concentration of CO2 in their flue gas is relatively high. Additionally, around 

60% of the CO2 emissions stem from the calcination process, which cannot be 

mitigated by alternative energy sources (IEA GHG, 2008; Barker et al., 2009) 

For cement plants, pre-combustion capture is not a viable option since it can only 

capture the CO2 emissions generated from the fuel used, rather than the larger 

quantity of CO2 resulting from carbonate mineral decomposition (IEA GHG, 2008; 

Nordic CCS Competence Center, 2015). Evaluation of post-combustion and oxy-

fuel capture, the two most potential technologies for carbon capture in a cement 

factory, reveals that while the latter is cheaper, the former is more technologically 

ready and easily retrofitted to existing facilities (IEA GHG, 2008; IEA GHG, 2013; 

Gardarsdottir et al., 2019).  

Heidelberg materials Brevik has invested and engaged in different projects for 

research and development of carbon capture technologies (HeidelbergCement, 

n.d.). At the end of 2019, Heidelberg materials Brevik, together with other three 

European cement manufacturers, established the joint research project called 

Catch4Climate which aims to assess the feasibility of implementing oxy-fuel 

carbon capture in the process of cement production through a pilot project in 

Southern Germany (HeidelbergCement, 2019). Although oxy-fuel technology 

holds promising prospects for practical development and large-scale 

implementation in the coming years, post-combustion technology is still preferred 

at present. Indeed, for the first full-scale project in Norway – Longship, Heidelberg 

materials Brevik will capture CO2 based on the amine-based post-combustion 

technology. For that reason, we also consider post-combustion technology for 

cement plants in this study. 

Coming to the unitary capture cost, IEA GHG (2008) estimated the cost 
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corresponding to post-combustion technology to be $59.6 per tonne of CO2 

captured from cement plants, which is equivalent to 61.8 €2020/tCO2. This is 

calculated based on the cost difference between cement factories with and without 

CO2 capture in terms of capital costs, cement production costs, and operating costs 

including fuel and power cost, fixed operating costs, capital charges and other 

variable costs. More recently, IEA GHG (2018) found that the CO2 captured cost 

when using advanced amine-based post-combustion technology is 45 $2016/tCO2, 

equivalent to 44.8 €2020/tCO2. This cost includes both capital and operation and 

maintenance (O&M) costs. Capital cost elements consist of process equipment, 

supporting facilities, direct and indirect labour, engineering services, procurement 

and construction costs, process contingency, project contingency, pre-production 

costs, inventory capital, financing costs and other owner’s costs, interest during 

construction and cost escalations during construction. Meanwhile, O&M cost items 

include operating, supervision, maintenance, administrative and support, 

maintenance materials, property taxes and insurance, fuel, other consumables such 

as catalyst and chemicals, waste disposal and by-product sales.  

The cost of carbon capture using post-combustion technology is also collected from 

Bains et al. (2017), Ali (2019) and Global CCS Institute (2021) to verify 

consistency. Finally, a representative value of 62.4 €2020/tCO2 is applied in this 

thesis. In terms of capture efficiency, it is reported to be 88% in a case study 

developed by Nordic CCS Competence Center (2015) for post-combustion carbon 

capture from the cement production process of Heidelberg materials Brevik. This 

number will therefore be used as the input for the capture rate of the cement sector 

in our model. 

4.2.2.2. Iron and Steel 

Unlike cement plants, steel mills exhibit varying levels of complexity in the capture 

process since CO2 emissions arise from multiple process units. In particular, the 

primary sources of carbon emissions in an integrated iron and steel mill are power 

plant, blast furnace stoves, coke ovens, sinter plant and lime kiln. Among these, the 

power plant contributes 37% of the total CO2 emissions, followed by stoves (19%), 

coke ovens (17%) and the sinter plant (17%), collectively generating a substantial 

portion of the overall emissions. (Nordic CCS Competence Center, 2015; d’Amore 

et al., 2021a).  

According to Nordic CCS Competence Center (2015), all major technologies for 
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carbon capture can potentially be used to capture CO2 from iron and steel mills. 

While oxy-fuel and pre-combustion processes might be more efficient (IPCC, 2007; 

Manzolini et al., 2020), we here consider post-combustion capture from emission 

points as it offers higher technology readiness level, an easier retrofit and more 

available cost data (d’Amore et al., 2021a). 

While we acknowledge that the optimal technology for capturing CO2 and CO2 

capture cost will be contingent on the emission point since CO2 is generated from 

various process units, we assume a single capture technology and a uniform cost 

value for iron and steel sector. This assumption is made to simplify the model and 

overcome data shortage. Accordingly, we collect unitary cost of post-combustion 

capture from Global CCS Institute (2021), which considers both the capital and 

operating expenses of the plant with an assumption of an 8% cost of capital over a 

span of 30 years. Cost data is also extracted from IEA (2019) for comparison, and 

a representative value of 66.9 €2020/tCO2 is used in this study. Furthermore, a 

capture rate of 85% is collected from d’Amore et al. (2021a) and applied here. 

4.2.2.3. Refinery and Petrochemical 

Similar to iron and steel industry, petroleum refineries are characterized by 

numerous CO2-producing units that necessitate various separation processes 

(Leeson et al., 2019). In addition, each refinery has its own unique configuration 

designed to produce a specific range of products, depending on the type of 

petroleum feedstock used. As a result, a carbon capture design developed for one 

refinery is unlikely to fit another refinery (Bains et al., 2017). This characteristic, 

together with the dispersed nature of emission points, makes the implementation of 

CCS for refineries challenging. 

In general, the primary sources of CO2 emissions in a refinery stem from process 

heaters, fluid catalytic cracker, utilities, and hydrogen production, although not all 

refineries have these units. Process heaters contribute between 30-60% of the total 

emissions, while utilities, including on-site steam and electricity generation, can 

make up 20-50% of the overall CO2 emissions. A fluid catalytic cracker and 

hydrogen production unit can be responsible for 20-50% and 5-20% of a refinery’s 

CO2 emissions respectively (Bains et al., 2017). Besides, a refinery can contain CO2 

sources not suitable for the capture process owing to their relatively small size. As 

a result, the overall capture rate in a refinery may be less than 85%-90% which is 

achievable on an individual stream (Nordic CCS Competence Center, 2015). 
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Therefore, with post-combustion technology being used, we assume an overall 

capture efficiency of 80%. 

Research and reports conducted by IPCC (2005), Melien (2005), Collodi (2010), 

Meerman et al. (2012), Berghout et al. (2013) and Global CCS Institute (2021) have 

examined carbon capture in refineries, with the majority focusing on post-

combustion technology. It could be concluded that there is a significant variation in 

the cost estimations, which is primarily influenced by the diverse characteristics 

and complexities of different refineries. In this thesis, we base on IPCC (2005) and 

Global CCS Institute (2021) to derive a representative value of 61.5 €2020/tCO2 for 

the unitary capture cost in a refinery. 

Coming to petrochemical plants, they have some similar sources of CO2 emissions 

as petroleum refineries due to their common operations within the oil and gas 

industry (Global CCS Institute, 2021). The processes contributing to the release of 

CO2 into the atmosphere involved in both types of facilities include feedstock 

processing, energy generation, flaring/venting and chemical reactions. Considering 

this and the lack of documented cost data for petrochemical plants, we assume that 

the unitary capture cost and capture efficiency of these plants are the same as 

refineries. 

4.2.2.4. Aluminium  

According to IEA (2022), alumina refining and aluminium smelting contribute to 

more than 90% of the direct CO2 emissions associated with aluminium production. 

Based on the greenhouse gas emissions data for the aluminium sector collected 

from International Aluminium (2021), we here assume that alumina refining and 

aluminium smelting are responsible for 15% and 79% of the CO2 emissions from 

aluminium production respectively. In this study, we also only consider capturing 

CO2 emissions from these two processes. 

A challenge for the application of CCS technology to the aluminium production 

process is the low concentrations of CO2 in its flue gas (Mission Possible 

Partnership, 2021). Indeed, the CO2 concentration in the flue gas from aluminium 

smelters is just around 1%, while existing capture technologies have mainly focused 

on capturing emissions from energy production and other industrial sectors that 

have higher CO2 concentrations, usually exceeding 4% (Hydro, 2022a). This 

translates to a very high cost of capturing CO2 from aluminium smelters. 
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Specifically, absorption-based post-combustion technology could be used to 

capture CO2 during the smelting process at a cost of 175-300 $2020/tCO2 (capital 

and operation costs included) according to Mission Possible Partnership (2021). 

This cost range is compared with data from Global CCS Institute (2021) to 

determine a representative capture cost of 211.2 €2020/tCO2 for aluminium smelters.  

Recently, Norsk Hydro, one of the largest aluminium companies worldwide, have 

announced that it has conducted assessments of over 50 CCS technologies to 

capture CO2 from existing smelters and established a roadmap for piloting the most 

promising options on an industrial scale. The target is to have a large-scale pilot 

program in operation by 2030, contributing to accelerate the decarbonization 

process of the aluminium industry and ensure the adaptability of the current 

aluminium smelters for the future (Hydro, 2022b). This ambition from Hydro is 

expected to help reduce the cost of capturing CO2 from aluminium smelters 

significantly and thus make it economically feasible. However, data about this has 

yet to be available for us to use. The model input can therefore be updated along 

with the progress of Hydro’s project. 

When it comes to carbon capture from alumina refineries, it offers a better value 

case due to the higher concentration of CO2 in the flue gas, although it can differ 

significantly based on the specific refinery. As estimated by Mission Possible 

Partnership (2021), the cost of carbon capture for alumina refineries with 

absorption-based technology could range from 41 to 77 $2020/tCO2, equivalent to 

from 36 to 67.5 €2020/tCO2,. A representative value of 51.8 €2020/tCO2 is then derived 

based on that. 

In terms of capture efficiency, the aluminium industry may encounter challenges 

mainly because of flue gas composition. Apart from the CO2 concentration, certain 

flue gas streams from smelters can contain excessive amounts of sulphur dioxide 

(SO2) or oxygen, which hinders good capture rates of more than 85% (Mission 

Possible Partnership, 2021). For this reason, we assume capture efficiencies of 85% 

for alumina refineries and 80% for aluminium smelters as our model inputs. 

4.2.2.5. Silicon 

With an annual silicon production of 360000 metric tonnes reported in 2022, the 

Norwegian silicon industry has established itself as the fourth largest globally 

(USGS, 2022). The overall CO2 emissions from silicon production in Norway are 
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among the lowest in the world, primarily due to high energy efficiency and 

Norway’s predominant use of hydro power for electricity generation (Statistics 

Norway, 2023). However, the industry’s contribution to CO2 emissions in Norway 

remains substantial as a result of the carbon-based raw materials consumed during 

the production process (Mathisen et al., 2019). 

At the 10th Trondheim Conference on CCS in 2019, the paper “CO2 capture 

opportunities in the Norwegian silicon industry”, published by SINTEF, was 

presented. Two silicon production plants have been examined for the integration 

with a capture plant using MEA-based post-combustion technology. The first 

silicon plant is a small one that produces around 55 kilotonnes (kt) of CO2 per year 

and has a low CO2 concentration in the flue gas. Consequently, the capture cost was 

considerably high, around 120 €2015/tCO2. Meanwhile, the second plant, a larger 

facility with an annual CO2 production of about 250 kt and a higher CO2 

concentration in the flue gas, had the capture cost ranging between 45 and 55 

€2015/tCO2 captured (Mathisen et al., 2019). These costs were estimated by 

determining the investment, operation and maintenance costs in each case.  

Given that all the sources examined in our study emit more than 200 kt CO2 

annually, the cost data for the second plant is more relevant. Furthermore, the paper 

also shows that it is potential to achieve a capture rate of 90% successfully for both 

plants (Mathisen et al., 2019). As a result, a representative capture cost of 53.5 

€2020/tCO2 and capture efficiency of 90% are selected as the input for the silicon 

industry in our model. 

4.2.2.6. Fertilizer and natural gas processing 

Fertilizer production and natural gas processing are two industries that produce pure 

or highly concentrated CO2 streams (more than 95% by volume), which make 

capturing CO2 from them relatively low-cost compared to other industries (IEA, 

2019). According to IEA (2019), the capture cost from these high purity industrial 

sources can range from 15-25 $2019/tCO2. Also, it can be seen from Global CCS 

Institute (2021) that the costs of capturing CO2 from natural gas processing and 

fertilizer production, including both capital and operating costs but excluding 

downstream CO2 compression, both vary between 0-15 $2020/tCO2. Furthermore, 

data from Bains et al. (2017) and the most recent report of capture cost from NETL 

(2022) are acquired for comparison. Finally, a representative cost value of 12.7 

€2020/tCO2 is obtained. Regarding capture efficiency, the value of 85% from NETL 
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(2022) is chosen for our study. 

4.2.3. Storage 

4.2.3.1. CO2 storage projects in Norway 

The Norwegian continental shelf holds immense possibilities for storing CO2 on a 

large scale, and it is crucial to guarantee the integrity of the stored CO2 and prevent 

any leakage. Thus, storing CO2 beneath the ocean floor is the safest choice in 

Norway. There exist substantial geological formations deep under the seabed that 

offers ideal temperature and pressure conditions effectively inhibiting the upward 

movement of CO2 through rock layers towards the seabed (Norskpetroleum, 

2023a). Table 4.2 gives an overview of existing and planned projects involving CO2 

storage in Norway. 

 

Table 4.2. Overview of existing and planned CO2 storage projects in Norway 

(IOGP, 2023; ZEP, n.d.;  Wintershall Dea, 2022) 

Norway has extensive experience in the field of CO2 storage in a reservoir. The 

Sleipner project, the first offshore CCS implementation worldwide, has been in 

operation since 1996. By the end of 2020, 19 Mt CO2 from the production of natural 

gas at Sleipner area has been captured and injected into the Utsira saline formation 

which is 800 meters under the seabed (Equinor, n.d.-b). Similar to Spleipner, 

Snøhvit is an offshore gas field. Situated in the Northern Norway, it provides gas 

to the Melkøya LNG (liquified natural gas) production plant. As the natural gas 

extracted from this field contains 5% to 6% CO2, it has been separated and piped 

back to Tubaen formation for permanent storage at 2600 meters depth in the Barents 
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Sea since 2008 (Equinor, 2008; IOGP, 2023). Currently, the CO2 storage projects 

at Spleipner and Snøhvit stand as the sole operational projects of their kind in 

Europe, and they are also unique within the offshore industry (Norskpetroleum, 

2023a). 

When it comes to the Longship project, as introduced earlier in this thesis, it is a 

full-scale CCS project aimed at the effective capture, transportation and secure 

storage of CO2 from industrial domains. The process involves capturing CO2 at 

Hafslund Oslo Celsio’s waste-to-energy facility and Heidelberg materials Brevik’s 

cement plant. Afterward, the liquefied CO2 will be transported by ship to an 

intermediate storage site at Øygarden which is located in the Northwest of Bergen. 

It is then pumped through a pipeline to the Northern Lights storage site below the 

Norwegian North Sea. Initially, the Northern Lights storage site has a capacity of 

storing 1.5 million tonnes of CO2 annually. However, the project has the vision to 

increase the storage capacity to 5 million tonnes annually through a subsequent 

development phase and by expanding capture sites in Norway and other countries. 

(Norwegian Ministry of Petroleum and Energy, n.d.; CCS Norway, n.d.-b) 

Next, the Barents Blue project aims to become Europe’s first large-scale plant for 

production of blue ammonia and blue hydrogen (Horisont Energi, n.d.). The CO2 

generated during the production process will be captured and stored permanently in 

the Polaris aquifer in the Barents Sea with the rate of CO2 injection per year 

estimated to be 2 Mt (IOGP, 2023). In terms of Borg CO2, the project’s goal is to 

create a CCS cluster within the Borg port area, capable of capturing around 0.63 Mt 

CO2 annually (IOGP, 2023). This will involve capturing CO2 from five different 

industrial facilities and transporting it through onshore pipelines to the terminal 

located at the Port of Borg. At the terminal, the CO2 will be liquefied and 

transported to the intermediate storage terminal at Øygarden before being injected 

into the Aurora aquifer of the Northern Lights project for permanent storage (Borg 

CO2, n.d.). 

Finally, Smeaheia and LUNA projects are still in the planning stage. Smeaheia, a 

notable fault block situated in the Norwegian North Sea, has been identified as a 

potential site for CO2 storage. Equinor, the operator, has already submitted 

proposals for the field’s development, which includes plans for a CO2 storage 

capacity of 20 Mt annually (Equinor, 2022b). Meanwhile, Wintershall Dea has 

recently been awarded the Luna license for CO2 storage in the Norwegian North 
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Sea. Luna is located 120 kilometers west of Bergen and is projected to hold a CO2 

storage capacity of up to 5 Mt per year (Wintershall Dea, 2022). 

4.2.3.2. Selected storage sites 

As mentioned before, Spleipner and Snøhvit are currently in operation. From the 

interview with the senior specialist in NGI, there are no plans to expand the capacity 

of these two storage sites. Coming to the Polaris aquifer in the Barents Sea, it is 

used specifically for the Barents Blue project. Thus, Northern Lights, Smeaheia and 

Luna are three potential storage sites that we will consider for our study. Table 4.3 

summarizes information about location, geological storage type, capacity and 

unitary storage cost of these three storage sites. 

Storage site Northern Lights Smeaheia Luna 

Intermediate 

onshore storage 

location 

The Energy Park – 

Øygarden, Northwest of 

Bergen (Northern Lights, 

n.d.-b) 

Not applicable Not applicable 

Offshore storage 

location 

70 km west of Bergen 

(Riviera, 2022). Connect 

with onshore terminal by 

a 100-km-long pipeline 

(Northern Lights, n.d.-b) 

50 km 

west from Mon

gstad 

(CO2datashare

, n.d.) 

120 km west of 

Bergen 

(Wintershall 

Dea, 2022) 

Geological 

storage type 

Saline aquifer at 2600 

meters depth (Northern 

Lights, n.d.-b) 

Saline aquifer 

at 890-1300 

meters depth 

(CO2datashare

, n.d.) 

Saline aquifer 

(Wintershall 

Dea, 2022) 

Capacity (Mtpa) 5 (Northern Lights, n.d.-

b) 

20 (Equinor, 

2022b) 

5 (Wintershall 

Dea, 2022) 

Unitary storage 

cost (€/tCO2) 
20 (d’Amore et al., 2021a; interviews) 

Table 4.3. Characteristics of three selected storage sites 

From Table 4.3, all three storage sites are characterized as deep saline aquifer which 

has been concluded in the literature review as one of the best sites for large-scale 

disposal of CO2. These offshore storage sites are quite close to each other; however, 
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they have different capacities and specifications. The intermediate onshore terminal 

where CO2 is transported to before being pumped through a 100-kilometer-long 

pipeline to the Northern Lights storage site is the Energy Park in Øygarden while 

this information is unavailable for Smeaheia and Luna. Therefore, for our model 

inputs, we assume that the onshore terminals of Smeaheia and Luna are the same 

as Northern Lights. 

As for the unitary storage cost, 18 €/tCO2 is the number taken from d’Amore et al., 

(2021a). However, from our interviews with a special adviser in the Research 

Council of Norway and a senior specialist at NGI, CO2 storage cost might currently 

be in the range of 10 to 40 €/tCO2, and the learning curve can help to reduce this 

cost in the future. In our thesis, we thus set the unitary storage cost to be 20 €/tCO2. 

4.2.4. Transport 

In Norway, while trucks are considered in CCS projects, CO2 are mostly transported 

via pipelines or ships. Currently, Norway has two CCS projects in operation, 

Sleipner and Snøhvit projects. For Sleipner project, there is no need to use 

transportation mode to transmit CO2 as CO2 is captured at the Sleipner field and 

injected back into the underground, whereas pipelines are used to transfer CO2 from 

capture sites to storage sites in Snøhvit project. In 2020, the Norwegian government 

invested in developing the first large-scale CCS project in Norway, Longship 

project. In this project, the captured CO2 is transported by ships to an onshore 

receiving terminal and then transported by pipeline from there to the offshore 

storage site. (Norskpetroleum, 2023b). For truck transportation in Norway, 

although not being utilized in CCS yet, CO2 transported via trucks is examined for 

short distance in some projects. For example, Hafslund Oslo Celsio, a participant 

of the Longship project, is planning to use truck to transfer CO2 from Klemetrud to 

Oslo Harbor. 

Following literature and practical experience, pipelines and ships are deemed to be 

the most popular and efficient transportation modes in CCS, especially for large-

scale projects. Besides, trucks also have the potential to transport CO2 for short 

distances. Another option for onshore CO2 transportation is railway; however, 

owing to the lack of data on available rail routes, it is chosen to neglect railway 

transport from this study. As a result, this thesis is decided to examine three types 

of transport technologies: pipelines, ships, and trucks. 
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In the mathematical model, those transport technologies are expressed through set 

B = {pipe, ship, truck}, respectively referring to pipeline transport, ship transport 

and truck transport. The set of sizes of transport technologies is indicated with Z. Z 

includes two subsets: 𝑍𝑝𝑖𝑝𝑒= {z1−6} and 𝑍𝑠ℎ𝑖𝑝= {z1−5}, respectively corresponding 

to sizes of the pipeline transport and sizes of the ship transport.  

To assess the cost performance and environmental impacts of the transport process, 

data on distance between two nodes, unitary cost of transport, loss of CO2 during 

transporting and emissions of each transport technology are required for our model. 

Among these, the loss of CO2 during transporting (𝜃𝑏) and emissions of each 

transport technology, comprising direct emissions (𝜇1
𝑏) and indirect emissions (𝜇2

𝑏), 

are derived from Becattini et al. (2022) and are illustrated in Table 4.4. The detailed 

characteristics of other data are described for each transport technology in the 

following parts. 

Technology 

Loss of CO2 during 

transporting (𝜽) 

(tCO2/km) 

Direct emissions  

(𝝁𝟏)  

(tCO2/tCO2/km) 

Indirect emissions 

(𝝁𝟐) 

(tCO2-eq/tCO2/km) 

Pipeline 2 x 10−6 1.55 x 10−6 3.15 x 10−6 

Ship 10−6 9.6 x 10−7 8.4 x 10−6 

Truck 10−6 6.83 x 10−5 2 x 10−6 

Table 4.4. Parameters describing loss of CO2 during transportation and 

emissions of transport technologies 

4.2.4.1. Pipeline 

In this model, pipelines can be installed between CO2 sources, ports, and storage 

sites. As suggested from existing literature, the condition for CO2 transported via 

pipelines is set to be in dense phase at 100 bar and ambient temperature. In terms 

of the pipeline design, as there are no detailed maps of current pipeline routes in 

Norway and to reduce the complexity of the model, the length of pipeline 

connections is considered the shortest distances between two nodes. Particularly, 

the distances for pipeline are based on straight paths between two nodes and 

calculated using Google maps. However, Norwegian geography often requires 

pipeline to go through difficult terrain comprising valleys, mountains, and solid 

basement rock, causing higher construction cost of pipeline than general condition 

(Kjärstad et al., 2016). Hence, a terrain factor, 𝛽, of 10% is added to the pipeline 
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distances to account for the challenging characteristics of the Norwegian landscape.  

Moreover, a discretization of transport flowrate, 𝐹𝑧, in six sizes z = {1, 2, …, 6} 

(Table 4.5) is employed. These sizes define corresponding ranges of admissible 

flowrates, [𝐹𝑧
𝑚𝑖𝑛 - 𝐹𝑧

𝑚𝑎𝑥] [tCO2/year]. The discretization allows the pipeline 

transport cost function to remain linear as the flowrate increases, although the effect 

of economies of scale may cause non-linear function of the pipeline transport cost 

over the flowrate of CO2. 

When it comes to the cost data, total transport cost via pipeline is related to the 

unitary cost of pipeline transport (𝑈𝑇𝐶𝑝𝑖𝑝𝑒[€/tCO2/km]), amount of CO2 

transported and total travel distance. To obtain the unitary transport cost of pipeline, 

some previous literature has been considered. For example, Global CCS Institute 

(2021) presents a report analyzing unitary transport cost of pipeline in which they 

consider both annual capital cost and operating cost. The unit cost of pipeline 

transport is also provided in d’Amore et al. (2021a). As a result, the unitary cost for 

pipeline transport was retrieved based on the average of corresponding data 

collected from these two sources. Table 4.5 shows different sizes for the pipeline 

option and the unitary cost for each size.  

Size z 

Range 
Unitary cost of transport for pipeline 

(𝑼𝑻𝑪𝒑𝒊𝒑𝒆[€/tCO2/km]) 

𝑭𝒛
𝒎𝒊𝒏 

[tCO2/year] 

𝑭𝒛
𝒎𝒂𝒙 

[tCO2/year] 

d’Amore 

et al. 

(2021a) 

Global 

CCS 

Institute 

(2021)* 

Representative 

value 

𝑧1 40 000 250 000  0.1836 0.1836 

𝑧2 250 000 500 000 0.0855 0.0921 0.0888 

𝑧3 500 000 1 000 000 0.0537 0.0710 0.0624 

𝑧4 1 000 000 2 000 000 0.0337 0.0588 0.0462 

𝑧5 2 000 000 5 000 000 0.0183 0.0427 0.0305 

𝑧6 5 000 000 10 000 000 0.0183  0.0183 

*A USD/EUR average exchange rate of 0,877 (2020) was applied 

Table 4.5. Unitary cost of pipeline transport 

4.2.4.2. Ship 

In addition to pipeline, ship is another offshore transport option. In this study, ship 
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transportation is modelled to be available between two ports or between ports and 

storage sites. The distance for ship transport is derived from the information 

available on the websites ports.com. Based on the existing literature, it is 

determined that the CO2 transported by ships will be in the liquid phase under 

specific conditions of 7 bar pressure and a temperature of -50oC. Additionally, 

given the immaturity of offshore unloading from ship, the focus of this thesis is 

primarily on the shore-to-shore scenario.  

 

Figure 4.4. Illustration of the considered ports 

Regarding identifying potential port for CO2 transmission, seven ports have been 

included in the model, namely Port of Narvik, Port of Mosjøen, Port of Porsgrunn, 

Port of Sunndalsøra, Port of Årdalstangen, Port of Husnes and Port of Kårstø 
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(Figure 4.4). These ports were chosen based on careful consideration of various 

factors, including their distribution throughout Norway, proximity to the CO2 

sources being studied, storge capacity, existing infrastructure, and accessibility. The 

Port of Narvik and Port of Mosjøen are situated in Northern Norway. The Port of 

Porsgrunn covers the sources in Southern Norway, while the Port of Sunndalsøra is 

situated in Central Norway. Additionally, the Port of Årdalstangen, Port of Husnes 

and Port of Kårstø have been selected for the region of Western and Southwestern 

Norway. All of the port candidates are located in close proximity to several plants 

in the region (the coordinates of the ports are shown in Appendix 4). They have 

well-established infrastructure for the storage and handling of various cargoes, 

including CO2. Besides, they are easily accessible with good connections to road 

networks, facilitating efficient transportation of CO2 from the industrial facilities in 

the region. 

In terms of the ship transport cost, there have been several works analyzing costs 

of ship transport, such as Aspelund et al. (2006), Bjerketvedt et al. (2020), Decarre 

et al. (2010), Kjärstad et al. (2016), Orchard et al. (2021), Ozaki et al. (2013), ZEP 

(2011), etc. Among these, the work of Kjärstad et al. (2016) investigates CO2 ship 

transport cost in Nordics countries over a wide range of transported flowrates. To 

produce cost estimation for ship transport, they took into account the costs of 

conditioning, loading, unloading, port fee and intermediate storage (with a buffer 

storage capacity equal to the capacity of the ship). More recently, Orchard et al. 

(2021) analyzed the economic performance of the ship-based CO2 transport and 

displayed a detail result of the ship transport cost. 

In this model, the ship transport cost is calculated by multiplying the flowrate of 

CO2 transported by a linear equation with respect to the travelled distance. This 

equation is characterized by coefficients for the slope 𝑈𝑇𝐶𝑧
𝑠ℎ𝑖𝑝,𝑠

[€/tCO2/km] and 

the intercept 𝑈𝑇𝐶𝑧
𝑠ℎ𝑖𝑝,𝑖

[€/tCO2], which vary across five different sizes of the ship 

transport. The slope and intercept coefficients are calculated from the findings of 

Kjärstad et al. (2016) and Orchard et al. (2021). Accordingly, the ship transport cost 

here comprises the costs of conditioning, loading, unloading, intermediate storage 

and port fee. In addition, five sizes of ship, which are equivalent to different ranges 

of admissible ship flowrates, [𝐹𝑧
𝑚𝑖𝑛 - 𝐹𝑧

𝑚𝑎𝑥] [tCO2/year], are applied to maintain 

the linearity in the function of ship transport cost. Table 4.6 demonstrates five sizes 

of ship transport and corresponding slope and intercept coefficients. 
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Size 

z 

Range Slope coefficient of 

unitary cost of ship 

transport (𝑼𝑻𝑪𝒛
𝒔𝒉𝒊𝒑,𝒔

 

[€/tCO2/km]) 

Intercept coefficient of 

unitary cost of ship 

transport (𝑼𝑻𝑪𝒛
𝒔𝒉𝒊𝒑,𝒊

 

[€/tCO2]) 

𝑭𝒛
𝒎𝒊𝒏 

[tCO2/year] 

𝑭𝒛
𝒎𝒂𝒙 

[tCO2/year] 

𝑧1 40 000 500 000 0.0096 27.28 

𝑧2 500 000 1 000 000 0.0085 21.60 

𝑧3 1 000 000 2 000 000 0.0068 17.29 

𝑧4 2 000 000 5 000 000 0.0030 11.89 

𝑧5 5 000 000 10 000 000 0.0015 11.59 

Table 4.6. Slope and intercept coefficients of unitary cost of ship transport 

4.2.4.3. Truck 

Given the potential of truck-based transport for short distances and the lack of data 

for transporting CO2 by truck over long distances, our model only includes the truck 

option for distances of less than 100 kilometers. All the truck distances in our study 

were taken from Google map. As a longer distance implies a lower unitary truck 

transport cost, we further defined two different distance ranges for truck d ∈ U          

(U = {d1-2}), as shown in Table 4.7, to keep the truck transport cost function linear 

when the travelled distance increases. Accordingly, a parameter 𝑘𝑛,𝑛′,𝑑 indicating 

whether the truck distance is within the distance range d is introduced to the model.  

𝑘𝑛,𝑛′,𝑑 can only take 0 or 1 values, in which 1 means the distance via trucks from 

node n to n’ is within d and 0 otherwise. Similar to ship transport, CO2 is transmitted 

via trucks in liquid form at 7 bar and 20oC using tankers.  

Concerning the cost data for truck transport, in this thesis, it is modeled based on 

the unitary cost of truck transport (𝑈𝑇𝐶𝑡𝑟𝑢𝑐𝑘[€/tCO2/km]), transported flowrate of 

CO2 and travelled distance. The unitary cost of truck transport was first considered 

from limited existing literature. Stolaroff et al. (2021) displayed some numbers for 

CO2 truck transport. However, they considered a total travelled distance of around 

200km only. Later, truck transport cost data for the same and smaller distances were 

collected from the interview with Halsfund Oslo Celsio. This data considers driving 

cost, loading and unloading cost as well as buffer cost for car queue. Finally, a 

representative cost values for different ranges used in this model was decided, as 

illustrated in Table 4.7. 
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Distance 

d 

Range 
Unitary cost of transport for truck 

(𝑼𝑻𝑪𝒕𝒓𝒖𝒄𝒌[€/tCO2/km]) 

𝑫𝒅
𝒎𝒊𝒏 

[km] 

𝑫𝒅
𝒎𝒂𝒙 

[km] 

Stolaroff 

et al., 

(2021)* 

Halsfund Oslo 

Celsio, (personal 

communication) 

(2023) 

Representative 

value 

𝑑1 0 75  0.240 0.24000 

𝑑2 75 100 0,0973 0.086 0.09165 

* A USD/EUR average exchange rate of 0,877 (2020) was applied 

Table 4.7. Unitary cost of truck transport 

4.2.5. Conditioning 

CO2 is captured and transported at different levels of temperature and pressure, for 

example: after capturing, the CO2 is generally at ambient pressure and temperature 

(assuming at 1 bar and 15oC) (Engel & Kather, 2017), or the state of CO2 

transported via pipeline needs to be at 100 bar and ambient temperature. Therefore, 

to transport CO2, conditioning process, including cooling, compressing, and 

liquefying, is required in the CCS system to bring CO2 to appropriate standard of 

corresponding transportation modes. In this model, we consider that at each node, 

CO2 is required to be conditioned when moving from capture plants to 

transportation modes (i.e. pipeline or truck) or switching between two different 

transport technologies. Additionally, we assume that equipment required for CO2 

conditioning is available at each node, including capture sites, storage sites and 

ports, to provide any required work to achieve suitable standards for CO2 transport. 

In order to investigate the emissions of the system, the electrical energy required 

for conditioning, G, is considered. The energy consumption exhibits a positive 

value when there is an increase in pressure and a decrease in temperature, while it 

remains at zero when cooling and compression are unnecessary. In the model, G is 

computed based on the amount of CO2 transported and energy consumed to bring 

one tonne CO2 from one condition to other condition, including from capture 

condition to pipeline condition (𝜓1 [kWh/tCO2]), from capture condition to truck 

condition (𝜓2 [kWh/tCO2]), from pipeline condition to ship or truck condition 

(𝜏1[kWh/tCO2]), and from ship or truck condition to pipeline condition 

(𝜏2[kWh/tCO2]). 𝜓1, 𝜓2, and 𝜏1 are taken from existing papers in which they 

conducted analysis of energy consumption when adjusting relevant conditions of 
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CO2. However, due to the lack of data, 𝜏2 is assumed to be around and lower than 

𝜓1because: (1) when moving CO2 from ship/truck to pipeline, there is no energy 

needed for increasing temperature; (2) compressing CO2 from 7 bar to 100 bar 

requires less energy than from ambient pressure to 100 bar. Table 4.8 displays 

energy consumption to adjust conditions of CO2. 

Condition Parameter 
Energy consumption 

(kWh/tCO2) 
Reference 

From capture to pipeline 𝜓1 85 Bilsbak (2009) 

From capture to 

ship/truck 

𝜓2 105 Gong et al. 

(2022) 

From pipeline to 

ship/truck 

𝜏1 23 Engel & 

Kather (2017) 

From ship/truck to 

pipeline 

𝜏2 80  

Table 4.8. Energy consumption for conditioning 

4.3. Mathematical formulation 

This section will explain the mathematical formulation of the multi-stage, multi-

echelon, static MILP model for designing an optimal CO2 supply chain network. 

First, the list of input data will be displayed and then, the objectives of the model 

will be explained. Later, the decision variables or the outputs of the model will be 

defined and finally, the constraints will be expressed as inequalities or equations.  

4.3.1. Summary of input data 

All input data used for the model is displayed in Table 4.9 below. 

Name Input data Condition Description 

Unitary capture cost 

(€/tCO2) 
𝑈𝐶𝐶𝑛,𝑝 

n ∈ 𝑁𝑐 

p ∈ 𝑃 

Cost of capture one tonne 

of CO2 at node n, step p 

Capture efficiency 
𝜆𝑛,𝑝 

n ∈ 𝑁𝑐 

p ∈ 𝑃 

Capture efficiency at node 

n, step p 

Amount of 

emissions of plants 

(tCO2/year) 

𝑄𝑛,𝑝 
n ∈ 𝑁𝑐 

p ∈ 𝑃 

Amount of CO2 emitted at 

node n, step p per year 
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Electricity carbon 

intensity (tCO2/ 

kWh) 

Φ  

Amount of CO2 emitted 

per one unit of electricity 

consumed 

Electricity 

consumed per unit 

of CO2 

captured/stored 

(kWh/year) 

𝛼𝑛
𝑐 ,  

𝛼𝑛
𝑠  

n ∈ 𝑁𝑐, 

n ∈ 𝑁𝑠 

Amount of electricity 

consumed to capture/store 

one tonne of CO2 at node n 

Unitary storage cost 

(€/tCO2) 
𝑈𝑆𝐶𝑛 n ∈ 𝑁𝑠 

Cost of storing one tonne 

of CO2 at node n 

Capacity of storage 

site (tCO2/year) 
𝑆𝑛 n ∈ 𝑁𝑠 

 

Unitary transport 

cost of pipeline 

(€/tCO2/km) 𝑈𝑇𝐶𝑧
𝑝𝑖𝑝𝑒

 z ∈ 𝑍𝑝𝑖𝑝𝑒 

Unitary cost of 

transporting CO2 via 

pipeline per unit of CO2 

per km subject to size of 

pipeline 

Unitary transport 

cost of ship - slope 

(€/tCO2/km) 𝑈𝑇𝐶𝑧
𝑠ℎ𝑖𝑝,𝑠

 z ∈ 𝑍𝑠ℎ𝑖𝑝 

Slope coefficient of 

unitary cost of 

transporting CO2 via ship 

per unit of CO2 per km 

subject to size of ship 

Unitary transport 

cost of ship - 

intercept (€/tCO2) 𝑈𝑇𝐶𝑧
𝑠ℎ𝑖𝑝,𝑖

 z ∈ 𝑍𝑠ℎ𝑖𝑝 

Intercept coefficient of 

unitary cost of 

transporting CO2 via ship 

per unit of CO2 subject to 

size of ship 

Whether distance by 

truck is within 

distance range d 

𝑘𝑛,𝑛′,𝑑 
n, n’ ∈ 𝑁 

𝑑 = {𝑑1−2} 

1: Distance by truck from 

node n to n’ is within d; 

0: otherwise 

Node distance (km) 

𝐷𝑛,𝑛′,𝑏 
n, n’ ∈ 𝑁 

b ∈ 𝐵 

Distance by transport 

technology b from node n 

to n’ 

Terrain factor 𝛽   
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Loss of CO2 during 

transporting 

(tCO2/km) 

𝜃𝑏 b ∈ 𝐵 

The loss of CO2 per km 

when transported via 

transport technology b 

Electricity 

consumed for 

conditioning 

(kWh/tCO2) 

𝜏1, 𝜓1, 𝜏2, 𝜓2  

Amount of electricity 

required to condition one 

tonne of CO2 

Emissions of 

transport technology 

(tCO2/tCO2/km) 
𝜇1,𝑏, 𝜇2,𝑏  

Direct and indirect 

emissions of transport 

technology b per unit of 

CO2 transported per km 

Table 4.9. Input data of the model 

4.3.2. Decision variables 

Decision variables of a MILP model can be either binary or continuous variables. 

Our model includes both of them. The binary variables reflect the investment 

decisions, which determine whether a capture facility is installed at a node, or 

whether a transport mode is implemented to connect two nodes. The binary 

variables can take 0 or 1 values, of which 0 means no and 1 is yes. The continuous 

variables mainly express the operational decisions of the model, such as the volume 

of CO2 captured or stored at each node, or the amount of CO2 transferred between 

two nodes. The continuous variables in this model can only take non-negative 

values. The detailed description of each variable can be seen in Table 4.10 below. 

Type Name Variable Condition Description 

Binary 

variable 

Installation of 

CO2 capture 

plant 
𝑚𝑛,𝑝 

n ∈ 𝑁𝑐 

p ∈ 𝑃 

1: capture plant is 

installed at node n, 

step p; 

0: otherwise 

Installation of 

CO2 transport 

technology from 

node n to n’ 

𝑦𝑛,𝑛′,𝑏,𝑧 

n, n’ ∈ 𝑁 

b ∈ 𝐵 

z ∈ 𝑍𝑏 

1: transport 

technology b with size 

z is installed from 

node n to n’; 

0: otherwise 

Continuous Amount of CO2 𝐶𝑛,𝑝 n ∈ 𝑁𝑐 Amount of CO2 
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variable captured at plants 

(tCO2/year) 

p ∈ 𝑃 captured at node n, 

step p 

Electricity 

consumed for 

capture 

(kWh/year) 

𝐸𝑛,𝑝
𝑐  

n ∈ 𝑁𝑐 

p ∈ 𝑃 

Amount of electricity 

consumed to capture 

CO2 at node n, step p 

Electricity 

consumed for 

storage 

(kWh/year) 

𝐸𝑛
𝑠 n ∈ 𝑁𝑠 

Amount of electricity 

consumed to store 

CO2 at node n 

Amount of CO2 

stored at storage 

sites (tCO2/year) 

𝑂𝑛 n ∈ 𝑁𝑠 

Amount of CO2 stored 

at storage site n 

Flowrate of CO2 

transported from 

node n to n’ 

(tCO2/year) 

𝐹𝑛,𝑛′,𝑏,𝑧 

n, n’ ∈ 𝑁 

b ∈ 𝐵 

z ∈ 𝑍𝑏 

Amount of CO2 

transported from node 

n to n’ by transport 

technology b, size z 

Electricity 

consumed for 

conditioning 

from capture 

plant to transport 

technology 

(kWh/year) 

𝑉𝑛 n ∈ 𝑁 

Amount of electricity 

consumed to 

condition CO2 from 

capture plant to 

transport technology 

at node n 

Electricity 

consumed for 

conditioning 

from transport 

technology b to 

other transport 

technology 

(kWh/year) 

𝐿𝑛
𝑏  

n ∈ 𝑁 

b ∈ 𝐵 

Amount of electricity 

consumed for 

conditioning when 

transferring CO2 from 

transport technology b 

to other transport 

technology 

Product of 

capture amount 
𝑤𝑛 n ∈ 𝑁 
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at node n and 

whether to install 

pipeline between 

n and n’ 

Table 4.10. Decision variables of the model 

4.3.3. Objective 

The objectives of the model are minimizing the total system cost (TC [€/year]) 

required to install and operate the CO2 supply chain network and maximizing the 

total avoided CO2 amount (H [tCO2/year]) of the system: 

 𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 =  {
min(𝑇𝐶)

max(𝐻)
      (1) 

4.3.3.1. Total system cost 

The total system cost, expressed by equation (Eq.) (2), includes total capture cost 

(TCC [€/year]), total transport cost (TTC [€/year]), and total storage cost (TSC 

[€/year]):  

𝑇𝐶 = 𝑇𝐶𝐶 + 𝑇𝑇𝐶 + 𝑇𝑆𝐶  (2) 

a. Total capture cost (TCC) 

The capture cost is calculated by multiplying the amount of CO2 captured, C 

[tCO2/year], by the unitary capture cost per tonne of CO2, UCC [€/tCO2]. For all 

node n ∈ 𝑁𝑐, and p ∈ 𝑃, the capture cost at each node, 𝑇𝐶𝐶𝑛,𝑝, is expressed as: 

𝑇𝐶𝐶𝑛,𝑝 = 𝑈𝐶𝐶𝑛,𝑝 ∗ 𝐶𝑛,𝑝 

Then, the total capture cost is equal to the sum of all the capture costs at each node 

n ∈ 𝑁𝑐:  

𝑇𝐶𝐶 =  ∑ ∑ 𝑇𝐶𝐶𝑛,𝑝

𝑝∈𝑃𝑛∈𝑁𝑐

   

b. Total transport cost (TTC) 

As the model considers three types of transport technologies (pipeline, ship, and 

truck), the total transport cost consists of three elements: total transport cost of 

pipeline, 𝑇𝑇𝐶𝑝𝑖𝑝𝑒 [€/tCO2]; total transport cost of ship, 𝑇𝑇𝐶𝑠ℎ𝑖𝑝 [€/tCO2]; and total 

transport cost of truck, 𝑇𝑇𝐶𝑡𝑟𝑢𝑐𝑘 [€/tCO2]: 

𝑇𝑇𝐶 =  𝑇𝑇𝐶𝑝𝑖𝑝𝑒 +  𝑇𝑇𝐶𝑠ℎ𝑖𝑝 +  𝑇𝑇𝐶𝑡𝑟𝑢𝑐𝑘 

Pipeline: Particularly, total pipeline transport cost is computed by considering scale 
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effects over CO2 amount transported through size z with z ∈ 𝑍𝑝𝑖𝑝𝑒: 

𝑇𝑇𝐶𝑝𝑖𝑝𝑒 = ∑ ∑ ∑ 𝐹
𝑛,𝑛′,𝑧

𝑝𝑖𝑝𝑒

𝑧∈𝑍𝑝𝑖𝑝𝑒

∗ 𝐷
𝑛,𝑛′
𝑝𝑖𝑝𝑒

𝑛′∈𝑁,
𝑛′≠𝑛

∗ 𝑈𝑇𝐶𝑧
𝑝𝑖𝑝𝑒

𝑛∈𝑁

 

where 𝐹
𝑛,𝑛′,𝑧

𝑝𝑖𝑝𝑒
 [tCO2/year] is the flowrate transported by pipeline associated to size 

z from node n to n’, 𝐷
𝑛,𝑛′
𝑝𝑖𝑝𝑒

[km] represents the distance by pipeline between node n 

and n’, whereas 𝑈𝑇𝐶𝑧
𝑝𝑖𝑝𝑒

 [€/tCO2/km] is the unitary transport cost of pipeline 

subject to size z of pipeline. 

Ship: Total transport cost of ship depends on transported flowrates and the transport 

distance via ships through a linear regression function. 

𝑇𝑇𝐶𝑠ℎ𝑖𝑝 = ∑ ∑ ∑ 𝐹
𝑛,𝑛′,𝑧

𝑠ℎ𝑖𝑝

𝑧∈𝑍𝑠ℎ𝑖𝑝

∗ (𝐷
𝑛,𝑛′
𝑠ℎ𝑖𝑝

∗ 𝑈𝑇𝐶𝑧
𝑠ℎ𝑖𝑝,𝑠 + 𝑈𝑇𝐶𝑧

𝑠ℎ𝑖𝑝,𝑖

𝑛′∈𝑁ℎ,
𝑛′≠𝑛

)

𝑛∈𝑁ℎ

 

where 𝐹
𝑛,𝑛′,𝑧

𝑠ℎ𝑖𝑝
 [tCO2/year] represents the flowrate subject to size z shipped from node 

n to n’, 𝐷
𝑛,𝑛′
𝑠ℎ𝑖𝑝

[km] is the marine distance between node n and n’, while 𝑈𝑇𝐶𝑑
𝑠ℎ𝑖𝑝,𝑠

 

[€/tCO2/km] and 𝑈𝑇𝐶𝑧
𝑠ℎ𝑖𝑝,𝑖

 [€/tCO2] are slope and intercept coefficients associated 

with size z. 

Truck: Total truck transport cost is particularly given by: 

𝑇𝑇𝐶𝑡𝑟𝑢𝑐𝑘 = ∑ ∑ ∑ 𝐹𝑛,𝑛′
𝑡𝑟𝑢𝑐𝑘

𝑑∈𝑈𝑛′∈𝑁,
𝑛′≠𝑛

∗ 𝐷𝑛,𝑛′
𝑡𝑟𝑢𝑐𝑘 ∗ 𝑘𝑛,𝑛′,𝑑 ∗ 𝑈𝑇𝐶𝑑

𝑡𝑟𝑢𝑐𝑘

𝑛∈𝑁

 

where 𝐹𝑛,𝑛′
𝑡𝑟𝑢𝑐𝑘 [tCO2/year] represents the CO2 amount transported via trucks from 

node n to n’, 𝐷𝑛,𝑛′
𝑡𝑟𝑢𝑐𝑘[km] is the distance by truck between node n and n’, 𝑘𝑛,𝑛′,𝑑 is 

a parameter indicating whether the truck distance is within the distance range d and 

𝑈𝑇𝐶𝑑
𝑡𝑟𝑢𝑐𝑘 [€/tCO2/km] is the unitary transport cost of truck subject to d. 

c. Total storge cost (TSC) 

Total storage cost is computed by summing up storage costs at all storage sites n 

∈ 𝑁𝑠. The storage cost at each storage node, 𝑇𝑆𝐶𝑛, can be determined from the 

unitary storage cost, 𝑈𝑆𝐶 [€/tCO2], and the amount of CO2 stored at corresponding 

node, 𝑂𝑛 [tCO2/year]: 

𝑇𝑆𝐶 =  ∑ 𝑇𝑆𝐶𝑛

𝑛∈𝑁𝑠

=  ∑ 𝑈𝑆𝐶 ∗ 𝑂𝑛 

𝑛∈𝑁𝑠

 

4.3.3.2. Total avoided CO2 amount 
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When operating, the CO2 supply chain network emits a certain amount of 

emissions. Hence, the total avoided CO2 amount of the system, H [tCO2/year], is 

the difference between the total stored CO2 amount, O [tCO2/year], and the total 

emissions of the system, K [tCO2/year], as given below: 

𝐻 =  ∑ 𝑂𝑛

𝑛∈𝑁𝑠

− 𝐾 

The total emissions of the system: The CO2 network discharges CO2 emissions 

through capture, conditioning, transport, and storage processes. For the capture, 

conditioning and storage processes, CO2 emissions are emitted owing to electricity 

consumed for capturing (𝐸𝑛,𝑝
𝑐  [kWh/tCO2]), conditioning (𝐺𝑛 [kWh/tCO2]) and 

storing (𝐸𝑛
𝑠 [kWh/tCO2]) CO2, respectively. Among these, electricity consumed for 

capture and storage can be derived from the captured and stored CO2 amount, 

respectively, while electricity consumed for conditioning is identified to account 

the contributions of electricity consumed for conditioning from capture sites to 

transport technologies, V [kWh/tCO2], and electricity consumed for conditioning 

between different transport technologies, 𝐿𝑏[kWh/tCO2]. Electricity consumed for 

conditioning can be expressed as follows:  

𝐺𝑛 = 𝑉𝑛 + 𝐿𝑛
𝑝𝑖𝑝𝑒 + 𝐿𝑛

𝑠ℎ𝑖𝑝 + 𝐿𝑛
𝑡𝑟𝑢𝑐𝑘 

For the transport process, the emitted CO2 amounts include both direct emissions 

generated from the CO2 supply chain network operation and the indirect emissions 

resulting from the technology installation. Accordingly, the total emissions of the 

CO2 network are given by: 

𝐾 = ∑ ∑ 𝜙 ∗ (𝐸𝑛
𝑠

𝑝∈𝑃

+ 𝐸𝑛,𝑝
𝑐 + 𝐺𝑛)

𝑛∈𝑁

+ ∑ ∑ ∑ ∑ 𝐷𝑛,𝑛′,𝑏

𝑧∈𝑍𝑏

∗ (𝜇1,𝑏 ∗ 𝐹𝑛,𝑛′,𝑏,𝑧 + 𝜇2,𝑏 ∗ 𝐹𝑛,𝑛′,𝑏,𝑧
𝑚𝑎𝑥

𝑏∈𝐵𝑛′∈𝑁,
𝑛′≠𝑛

)

𝑛∈𝑁

 

where 𝜙 [tCO2/kwh] is electricity carbon intensity, referring to total CO2 emissions 

per unit of electricity consumed, 𝜇1,𝑏[tCO2/tCO2/km] represents total direct CO2 

emissions of transport technology b per CO2 amount transported and distance, and 

𝜇2,𝑏[tCO2/tCO2/km] is total indirect CO2 emissions of technology b per maximum 

admissible flowrate of size z installed for technology b and distance. 

4.3.4. Constraint 

The optimization problem’s constraints include three main aspects: (i) considering 
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operational boundaries and performance of each CCS component, (ii) ensuring CO2 

mass balance and (iii) considering electricity consumed for CO2 conditioning. 

4.3.4.1. Operational boundaries and performance of CCS technologies 

a. Capture 

Regarding capture technologies, the size of each capture unit must fall within the 

range of zero (no installation of the unit) to the maximum size achievable when 

considering the capture efficiency (𝜆) of the installed capture unit and the CO2 

emissions (Q) from the corresponding plant. For all n ∈ 𝑁𝑐  and p ∈ P, this 

constraint is expressed as follows: 

 

In addition, the capture unit’s performance is represented by a linear relationship 

that connects the amount of CO2 captured (C) from the corresponding plant with 

the required electricity for the capture unit (𝐸𝑐). This relationship applies to all n ∈ 

𝑁𝑐  and p ∈ P: 

𝐸𝑛,𝑝
𝑐 =  𝛼𝑛,𝑝

𝑐 ∗ 𝐶𝑛,𝑝  

where, 𝛼𝑛,𝑝
𝑐  represents the conversion efficiency, which measures electricity 

consumed per unit of CO2 captured at node n and step p. 

b. Transport 

For ship and pipeline transport, the flowrate of CO2 (F) is restricted by both the 

installed size (𝐹𝑚𝑎𝑥) and a minimum allowable value (𝐹𝑚𝑖𝑛). For connections 

between node n and n’ (n, n' ∈ N), by transport technology b ∈ {ship, pipe} with 

size z ∈ 𝑍𝑏 , this constraint can be expressed as follows: 

𝑦𝑛,𝑛′,𝑏,𝑧 ∗  𝐹𝑛,𝑛′,𝑏,𝑧
𝑚𝑖𝑛 ≤  𝐹𝑛,𝑛′,𝑏,𝑧 ≤  𝑦𝑛,𝑛′,𝑏,𝑧 ∗  𝐹𝑛,𝑛′,𝑏,𝑧

𝑚𝑎𝑥  

For truck transport from node n to n’ (n, n’ ∈ N), the constraint about the flowrate 

of CO2 is: 

0 ≤  𝐹𝑛,𝑛′
𝑡𝑟𝑢𝑐𝑘 ≤ 𝑀′ ∗ 𝑦𝑛,𝑛′ ∗ ∑ 𝑘𝑛,𝑛′,𝑑

𝑑∈𝑈

 

Here M’ = 10 Mt is a big number larger than the upper bound of 𝐹𝑛,𝑛′
𝑡𝑟𝑢𝑐𝑘, and 

∑ 𝑘𝑛,𝑛′,𝑑𝑑  represents if the road distance from n to n’ is greater than or equal to 100 

km. If ∑ 𝑘𝑛,𝑛′,𝑑𝑑 = 0, 𝐹𝑛,𝑛′
𝑡𝑟𝑢𝑐𝑘 will also be 0. This is to ensure that truck transport is 

only used for short distances, specifically distances of less than 100 km. 

0 ≤  𝐶𝑛,𝑝 ≤  𝜆𝑛,𝑝 ∗ 𝑄𝑛,𝑝 ∗ 𝑚𝑛,𝑝 
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Besides, to reduce the complexity of the problem and reflect the reality, we limit 

one CO2 outlet for each node n (n ∈ N). In other words, there will be a maximum 

of one connection being installed from node n to all other nodes by all transport 

modes of all different sizes. 

∑ ∑ ∑ 𝑦𝑛,𝑛′,𝑏,𝑧 

𝑧∈𝑍𝑏

 ≤ 1 

𝑏∈𝐵𝑛′∈𝑁

 

c. Storage 

In terms of storage technologies, the amount of CO2 stored (O) in each sequestration 

site must vary between 0 (i.e., the storage site is not used) and the total capacity of 

the basin (S). For all nodes n ∈ 𝑁𝑠 , we have: 

 

Moreover, similar to the capture part, the electricity required for injection (𝐸𝑠)  is 

correlated with the amount of CO2 stored (O) through the following linear 

expression for all nodes n ∈ 𝑁𝑠: 

𝐸𝑛
𝑠 = 𝛼𝑛

𝑠 ∗ 𝑂𝑛  

Here, 𝛼𝑛
𝑠  is the conversion efficiency measuring the energy needed per unit of CO2 

stored at node n. However, in our work, the conversion efficiency is set to be zero 

for all storage sites. This is because the electricity consumption associated with CO2 

storage is influenced by factors such as pressure and temperature of the incoming 

connection to the storage location (Becattini et al., 2022) and thus is already 

accounted for in the electricity consumption for conditioning. 

4.3.4.2. Mass balance 

For each node n (n ∈ N), the mass balance is achieved by imposing that the 

incoming quantity of CO2 is equal to the outgoing quantity. To account for the input 

terms, the CO2 captured in node n and the quantity of CO2 transported to node n 

from all other nodes by all transport modes of all sizes are taken into account. In 

contrast, the output terms consider the amount of CO2 stored in node n and the 

quantity of CO2 leaving node n. Overall, the mass balance of CO2 is expressed as: 

𝐶𝑛 +  ∑ ∑ ∑ 𝐹𝑛′,𝑛,𝑏,𝑧 ∗  (1 − 𝜃𝑏 ∗  𝐷𝑛′,𝑛,𝑏)

𝑧∈𝑍𝑏𝑏∈𝐵𝑛′∈𝑁

=  𝑂𝑛 + ∑ ∑ ∑ 𝐹𝑛,𝑛′,𝑏,𝑧

𝑧∈𝑍𝑏𝑏∈𝐵

 

𝑛′∈𝑁

 

Here, the parameter 𝜃𝑏 represents the quantification of CO2 loss during 

transportation through transport mode b (b ∈ B), and 𝐷𝑛′,𝑛,𝑏 denotes the distance 

between node n and node n’ (n, n’ ∈ N) when utilizing the transport mode b. The 

0 ≤  𝑂𝑛 ≤ 𝑆𝑛 
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CO2 loss can be described by the following differential equation: 

𝑑𝐹

𝑑𝐷
=  − 𝜃 ∗ 𝐹 

4.3.4.3. Electricity consumed for CO2 conditioning 

The capture and transportation of CO2 involve various states and varying levels of 

temperature and pressure. To address this, the electrical energy needed for cooling, 

compressing and liquefying the CO2 when it is produced and transported through 

different transport modes is considered. This process is modeled by considering that 

at each specific location (node), there are two potential flows of CO2 that need 

conditioning. The first flow is the CO2 captured at that node which needs to be 

brought to the transport conditions. The second flow is the ingoing CO2 transported 

to that node which needs to be brought to the next transport conditions. 

a. From capture condition to transport condition 

For n ∈ 𝑁𝑐, n’ ∈ N and z ∈ 𝑍𝑝𝑖𝑝𝑒, the electricity consumed for conditioning from 

capture condition to transport condition (V) at source n can be expressed as follows: 

𝑉𝑛 = (𝜓1 − 𝜓2) ∗ 𝐶𝑛 ∗ ∑ ∑ 𝑦
𝑛,𝑛′,𝑧

𝑝𝑖𝑝𝑒

𝑧∈𝑍𝑏𝑛′∈𝑁

+ 𝜓2 ∗ 𝐶𝑛  (3) 

where, 𝜓1, 𝜓2 are parameters representing electricity consumed per unit of CO2 

conditioned from the capture condition to the condition of transport by pipeline and 

truck respectively. Meanwhile, ∑ ∑ 𝑦𝑛,𝑛′,𝑧
𝑝𝑖𝑝𝑒

𝑧𝑛′  indicates whether CO2 is transported 

from node n by pipeline. 

If ∑ ∑ 𝑦𝑛,𝑛′,𝑧
𝑝𝑖𝑝𝑒

𝑧𝑛′  = 1, equation (3) will become 𝑉𝑛 = 𝜓1* 𝐶𝑛 

If ∑ ∑ 𝑦𝑛,𝑛′,𝑧
𝑝𝑖𝑝𝑒

𝑧𝑛′  = 0, equation (3) will become 𝑉𝑛 = 𝜓2* 𝐶𝑛  

Even though equation (3) is straightforward and easy to understand, it contains a 

non-linear term which is  𝐶𝑛 ∗ ∑ ∑ 𝑦𝑛,𝑛′,𝑧
𝑝𝑖𝑝𝑒

𝑧𝑛′ . Thus, by adding an additional decision 

variable 𝑤𝑛 (𝑤𝑛 = 𝐶𝑛 ∗ ∑ ∑ 𝑦
𝑛,𝑛′,𝑧

𝑝𝑖𝑝𝑒
𝑧𝑛′ ), equation (3) can be transformed into three 

constraints as below to avoid nonlinearity: 

 𝑉𝑛 = (𝜓1 − 𝜓2) ∗ 𝑤𝑛 + 𝜓2 ∗ 𝐶𝑛 

𝑤𝑛 ≤ 𝑀 ∗ ∑ ∑ 𝑦
𝑛,𝑛′,𝑧

𝑝𝑖𝑝𝑒

𝑧∈𝑍𝑏𝑛′∈𝑁

 

𝑤𝑛 ≤  𝐶𝑛  
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𝑤𝑛 +  𝑀 ∗  (1 − ∑ ∑ 𝑦
𝑛,𝑛′,𝑧

𝑝𝑖𝑝𝑒

𝑧∈𝑍𝑏𝑛′∈𝑁

) ≥ 𝐶𝑛 

Here, M = 2 billion kwh is a big value larger than the upper bound of the electricity 

consumed for conditioning CO2 in any case. 

b. From pipeline to other transport technologies 

For n ∈ 𝑁𝑐, n’ ∈ N and z ∈ Zpipe, we can express the electricity consumed for 

conditioning CO2 transported from pipeline to other transport technologies as 

follows: 

𝐿𝑛
𝑝𝑖𝑝𝑒

= ∑ ∑ 𝐹
𝑛′,𝑛,𝑧

𝑝𝑖𝑝𝑒
∗ (1 − 𝜃𝑝𝑖𝑝𝑒 ∗  𝐷𝑛′,𝑛,𝑝𝑖𝑝𝑒) ∗ 𝜏1 ∗  (1 

𝑧∈𝑍𝑏𝑛′∈𝑁

−   ∑ ∑ 𝑦𝑛,𝑛′,𝑧
𝑝𝑖𝑝𝑒 )

𝑧∈𝑍𝑏𝑛′∈𝑁

  (4) 

Here, parameter 𝜏1 represents electricity consumed per unit of CO2 conditioned 

from pipeline transport to ship or truck transport, and ∑ ∑ 𝐹
𝑛′,𝑛,𝑧

𝑝𝑖𝑝𝑒
∗ (1 −𝑧𝑛′

𝜃𝑝𝑖𝑝𝑒 ∗  𝐷𝑛′,𝑛,𝑝𝑖𝑝𝑒) is the CO2 transported to node n by pipeline after deducting the 

CO2 lost during transportation. 

If ∑ ∑ 𝑦
𝑛,𝑛′,𝑧

𝑝𝑖𝑝𝑒
𝑧𝑛′  = 1, equation (4) will become 𝐿𝑛

𝑝𝑖𝑝𝑒 = 0 

This is because from node n, CO2 will continue to be transported by pipeline and 

thus there is no need for conditioning from pipeline to other transport technologies. 

If  ∑ ∑ 𝑦𝑛,𝑛′,𝑧
𝑝𝑖𝑝𝑒  𝑧𝑛′ = 0, equation (4) will become: 

𝐿𝑛
𝑝𝑖𝑝𝑒 = ∑ ∑ 𝐹

𝑛′,𝑛,𝑧

𝑝𝑖𝑝𝑒
∗ (1 − 𝜃𝑝𝑖𝑝𝑒 ∗  𝐷𝑛′,𝑛,𝑝𝑖𝑝𝑒) ∗ 𝜏1

𝑧𝑛′

 

However, equation (4) is a non-linear constraint. Thus, we recast it as three linear 

constraints as below: 

𝐿𝑛
𝑝𝑖𝑝𝑒

≤ 𝑀 ∗ (1 −   ∑ ∑ 𝑦𝑛,𝑛′,𝑧
𝑝𝑖𝑝𝑒 )

𝑧∈𝑍𝑏𝑛′∈𝑁

 

𝐿𝑛
𝑝𝑖𝑝𝑒 ≤  ∑ ∑ 𝐹

𝑛′,𝑛,𝑧

𝑝𝑖𝑝𝑒
∗ (1 − 𝜃𝑝𝑖𝑝𝑒 ∗  𝐷𝑛′,𝑛,𝑝𝑖𝑝𝑒) ∗ 𝜏1

𝑧∈𝑍𝑏𝑛′∈𝑁

 

𝐿𝑛
𝑝𝑖𝑝𝑒 + 𝑀 ∗ ∑ ∑ 𝑦

𝑛,𝑛′,𝑧

𝑝𝑖𝑝𝑒

𝑧∈𝑍𝑏𝑛′∈𝑁

 ≥  ∑ ∑ 𝐹
𝑛′,𝑛,𝑧

𝑝𝑖𝑝𝑒
∗ (1 − 𝜃𝑝𝑖𝑝𝑒 ∗  𝐷𝑛′,𝑛,𝑝𝑖𝑝𝑒) ∗ 𝜏1

𝑧∈𝑍𝑏𝑛′∈𝑁

 

c. From ship to other transport technologies 
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With the same logic as the previous part, we can express the electricity consumed 

for conditioning CO2 from ship to other transport technologies through a non-linear 

constraint. For n, n’ ∈ N and z ∈ 𝑍𝑠ℎ𝑖𝑝, we have: 

𝐿𝑛
𝑠ℎ𝑖𝑝 = ∑ ∑ 𝐹

𝑛′,𝑛,𝑧

𝑠ℎ𝑖𝑝
∗ (1 − 𝜃𝑠ℎ𝑖𝑝 ∗  𝐷𝑛′,𝑛,𝑠ℎ𝑖𝑝) ∗ 𝜏2

𝑧∈𝑍𝑏𝑛′∈𝑁

∗ (1

−  ∑ ∑ 𝑦
𝑛,𝑛′,𝑧

𝑠ℎ𝑖𝑝/𝑡𝑟𝑢𝑐𝑘

𝑧∈𝑍𝑏𝑛′∈𝑁

) 

Here, parameter 𝜏1 represents electricity consumed per unit of CO2 conditioned 

from ship or truck transport to pipeline transport. 

This non-linear constraint can be modeled via three linear constraints: 

𝐿𝑛
𝑠ℎ𝑖𝑝 ≤ 𝑀 ∗ (1 −  ∑ ∑ 𝑦𝑛,𝑛′,𝑧

𝑠ℎ𝑖𝑝/𝑡𝑟𝑢𝑐𝑘
)

𝑧∈𝑍𝑏𝑛′∈𝑁

 

𝐿𝑛
𝑠ℎ𝑖𝑝 ≤  ∑ ∑ 𝐹

𝑛′,𝑛,𝑧

𝑠ℎ𝑖𝑝
∗ (1 − 𝜃𝑠ℎ𝑖𝑝 ∗  𝐷𝑛′,𝑛,𝑠ℎ𝑖𝑝) ∗ 𝜏2

𝑧∈𝑍𝑏𝑛′∈𝑁

 

𝐿𝑛
𝑠ℎ𝑖𝑝 + 𝑀 ∗ ∑ ∑ 𝑦

𝑛,𝑛′,𝑧

𝑠ℎ𝑖𝑝/𝑡𝑟𝑢𝑐𝑘

𝑧∈𝑍𝑏𝑛′∈𝑁

 ≥  ∑ ∑ 𝐹
𝑛′,𝑛,𝑧

𝑠ℎ𝑖𝑝
∗ (1 − 𝜃𝑠ℎ𝑖𝑝 ∗  𝐷𝑛′,𝑛,𝑠ℎ𝑖𝑝) ∗ 𝜏2

𝑧∈𝑍𝑏𝑛′∈𝑁

 

d. From truck to other transport technologies 

Similarly, for n, n’ ∈ N and z ∈ 𝑍𝑠ℎ𝑖𝑝, we can model constraints for this part as 

below: 

𝐿𝑛
𝑡𝑟𝑢𝑐𝑘 ≤ 𝑀 ∗ (1 −  ∑ ∑ 𝑦𝑛,𝑛′,𝑧

𝑠ℎ𝑖𝑝/𝑡𝑟𝑢𝑐𝑘
)

𝑧∈𝑍𝑏𝑛′∈𝑁

 

𝐿𝑛
𝑡𝑟𝑢𝑐𝑘 ≤  ∑ 𝐹𝑛′,𝑛

𝑡𝑟𝑢𝑐𝑘 ∗ (1 − 𝜃𝑡𝑟𝑢𝑐𝑘 ∗  𝐷𝑛′,𝑛,𝑡𝑟𝑢𝑐𝑘) ∗ 𝜏2

𝑛′∈𝑁

 

𝐿𝑛
𝑡𝑟𝑢𝑐𝑘 + 𝑀 ∗ ∑ ∑ 𝑦

𝑛,𝑛′,𝑧

𝑠ℎ𝑖𝑝/𝑡𝑟𝑢𝑐𝑘

𝑧∈𝑍𝑏𝑛′∈𝑁

 ≥  ∑ 𝐹𝑛′,𝑛
𝑡𝑟𝑢𝑐𝑘 ∗ (1 − 𝜃𝑡𝑟𝑢𝑐𝑘 ∗  𝐷𝑛′,𝑛,𝑡𝑟𝑢𝑐𝑘) ∗ 𝜏2

𝑛′∈𝑁
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5. Result and analysis 

5.1. Pareto curve and scenario summary 

In our study, the epsilon-constraint (ε-constrain) method was utilized to conduct bi-

objective optimization. In this method, one objective is selected to be optimized by 

the optimizer, while the other objective is constrained to specific values. This 

constraint is defined using a scalar parameter called ε, which determines the 

allowable deviation from the optimum value for the constrained objective. By 

systematically varying the value of ε, the optimizer generates a series of solutions 

that lie along the Pareto curve, also known as the Pareto frontier or Pareto set. The 

Pareto curve represents a sequence of global optimum solutions where no solution 

can be improved in one objective without sacrificing performance in another 

objective. The Pareto curve helps in visualizing different levels of compromise 

between objectives, providing a range of solutions that decision-makers can choose 

from based on their preferences and priorities. (Parvizi et al., 2015) 

For our problem, we applied the ε-constrain method by setting the objective 

function as minimizing the total cost of the network and constraining the total 

avoided CO2 to specific values corresponding to different targets for CO2 emissions 

reduction, ranging from no amount of CO2 being avoided to maximizing the amount 

of CO2 avoided. As a result, a Pareto curve has been achieved (Figure 5.1).  

 

Figure 5.1. Pareto curve representing trade-offs between total avoided CO2 

and total cost 
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highlighting the trade-offs between reducing CO2 emissions and bearing higher 

costs. Each design is independent and optimized without considering the others. 

The two extreme points of the Pareto curve correspond to two designs: one where 

there are no changes, indicating total avoided CO2 and total cost of zero, and another 

design where all CO2 emissions from twenty sources are captured, resulting in a 

maximum total avoided CO2 of 7.98 Mt/year and a maximum cost of 938.67 

M€/year.  

In order to derive meaningful insights, we chose nine Pareto-optimal CCS supply 

chain configurations corresponding to nine different scenarios of total avoided CO2 

for further investigation and analysis. Description of these scenarios and the 

computational results when running them are summarized in Table 5.1.  

Name 
Total avoided CO2 

(Mt/year) 

Computational results (*) 

Optimization gap 

(%) 

Running time 

(seconds) 

Scenario 1 0.5 0 0.4 

Scenario 2 1 0 1.75 

Scenario 3 2 0.9432 27.35 

Scenario 4 3 0.9698 35.81 

Scenario 5 4 0.9638 51.05 

Scenario 6 5 0.9834 396.77 

Scenario 7 6 0.9977 4843.03 

Scenario 8 7 0.9992 7004.69 

Scenario 9 Max (7.98) 0.9995 14389.95 

(*) The model was run on LAPTOP-VT902MH9, processor: 11th Gen Intel(R) Core(TM) i5-

1135G7 @ 2.40GHz   2.42 GHz, installed RAM: 8GB  

Table 5.1. Summary of studied scenarios and computational results 

In this section, we also illustrate the resulting CCS supply chain network for five 

typical scenarios which are scenarios 2, 5, 6, 8 and 9 in Figure 5.2. The schematic 

representation shown in this figure depicts the structural changes of the CCS 

network as the quantity of avoided CO2 progressively grows across the different 

designs, starting from scenarios 2 and 5, advancing to scenarios 6, 8 and finally 

scenario 9. 

5.2. Scenario analysis 
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Figure 5.2. The schematic 

representation of five cost-optimal 

CCS network designs aligning with 

different CO2 avoidance targets 

(Corresponding to the total avoided CO2 of 

1 Mt - Scenario 2, 4 Mt - Scenario 5, 5 Mt - 

Scenario 6, 7 Mt - Scenario 8 and max 

amount - Scenario 9) 

Scenario 2 

Scenario 9 

Scenario 6 Scenario 8 

Scenario 5 
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5.2.1. Resulting economics 

The objective in each scenario is to minimize the total cost TC (M€/year) of the 

CCS supply chain network to achieve a specific level of the avoided CO2 

corresponding to that scenario. Table 5.2 presents an overview of the economic 

results for all nine studied scenarios. In addition to TC, TCC, TTC, and TSC, it also 

shows the total specific cost, referred to as the cost of avoided carbon CAC 

[€/tCO2], as well as specific costs of capture, transport and storage (the yearly costs 

for capturing, transporting and storing CO2 with respect to the yearly amount of 

CO2 avoided). CAC is calculated by dividing total cost TC [M€/year] by the 

avoided CO2 [Mt/year]. We chose to investigate CAC instead of the cost of stored 

carbon CSC [€/tCO2] as CAC takes into account all the emissions generated by the 

supply chain network, which are overlooked in the CSC indicator. 

 

Table 5.2. Cost results for all studied scenarios 

From Table 5.2 and Figure 5.3, we can see that the overall costs of the supply chains 

rise in relation to the level of the avoided CO2. Beginning at a total cost of 21.4 

M€/year for scenario 1, where the avoided CO2 is 0.5 Mt/year, equivalent to 5% of 

total emissions from all considered sources, it escalates to 938.7 M€/year for 

scenario 9, where the avoided CO2 is maximized and corresponds to 83% of the 

total emissions. The maximum avoided CO2 does not reach 100% of the total 

emissions due to the capture efficiencies being less than 100%, the CO2 losses 

during transportation and the emissions emitted from the operation of the CCS 

supply chain. It can also be observed from Figure 5.2 that the total cost increases 

gradually from scenario 1 to scenario 6 before rising more rapidly from scenario 7 

to scenario 9. 

Scenario 

name

Avoided 

CO2 

(Mt/year)

TC 

(M€/year)

TCC 

(M€/year)

TTC 

(M€/year)

TSC 

(M€/year)

CAC 

(€/tCO2)

TCC/CO2 

avoided 

(€/tCO2)

TTC/CO2 

avoided 

(€/tCO2)

TSC/CO2 

avoided 

(€/tCO2)

Scenario 1 0.5 21.4 6.4 5.0 10.0 42.9 12.7 10.1 20.1

Scenario 2 1 46.9 12.7 14.1 20.1 46.9 12.7 14.1 20.1

Scenario 3 2 115.7 56.9 18.7 40.1 57.9 28.4 9.4 20.1

Scenario 4 3 191.5 108.8 22.5 60.2 63.8 36.3 7.5 20.1

Scenario 5 4 279.0 168.2 30.5 80.3 69.8 42.0 7.6 20.1

Scenario 6 5 376.6 227.2 49.0 100.4 75.3 45.4 9.8 20.1

Scenario 7 6 487.9 285.6 81.7 120.7 81.3 47.6 13.6 20.1

Scenario 8 7 660.9 411.4 108.4 141.1 94.4 58.8 15.5 20.2

Scenario 9 7.98 938.7 614.2 164.2 160.3 117.6 77.0 20.6 20.1
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Figure 5.3. Total cost of supply chain designs and share of total costs among 

capture, transport and storage 

As the target for reducing CO2 emissions becomes higher, the cost components of 

the total cost, including the costs of capture (TCC), transport (TTC) and storage 

(TSC), also increase. Regarding their contributions to the total cost, different 

patterns are observed for the first two scenarios, the next five scenarios and the last 

scenario, as illustrated in Figure 5.3. In scenario 1, the storage cost constitutes the 

largest portion of the total cost at 46%, followed by the capture cost at 30% and the 

transport cost at 24%. Moving to scenario 2, the storage cost remains the largest 

contributor at 43%, while the transport cost becomes the second largest at 30%, and 

the capture cost follows with 27%. As the carbon reduction target becomes more 

stringent in the next five scenarios, the capture cost becomes the dominant factor, 

ranging from 49% to 62%. The storage cost comes in second, although decreasing 

gradually from 35% in scenario 3 to 21% in scenario 8, while the transport cost 

represents the smallest fraction of the total cost. However, in scenario 9, where the 

avoided CO2 is maximized, the percentage of transport cost surpasses that of storage 

cost, and the capture cost still accounts for the largest share at 65%. On average, 

the capture cost makes up the largest portion of the total cost (52%), followed by 

the storage cost (30%) and the transport cost (17%).  

When it comes to the cost of avoided carbon CAC [€/tCO2], Table 5.2 and Figure 

5.4 demonstrate that it progressively increases in relation to the level of avoided 

carbon emissions: starting from 42.9 €/tCO2 in scenario 1, it reaches 117.6 €/tCO2 

in scenario 9. This pattern indicates that the expense of preventing a fixed amount 
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of CO2 becomes higher as the reduction target becomes more stringent. 

Additionally, Figure 5.4 illustrates that the increment in the total specific cost CAC 

primarily stems from the specific capture cost. The specific storage cost remains 

unchanged while the specific transport cost shows moderate variation across 

scenarios. Evaluating the cost of CO2 avoidance also provides valuable insights into 

a potential carbon tax in Norway. For example, to avoid 5 MtCO2/year, a carbon 

tax should be about 75.3 €/tCO2 to offset the investment and operation costs 

associated with the CCS system. Preventing the release of the remaining portion of 

CO2 into the atmosphere would result in an escalation of the carbon tax, surpassing 

the threshold of 100 €/tCO2. 

 

Figure 5.4. Cost of avoided carbon and its distribution among capture, 

transport and storage 

5.2.2. Emissions of the system 

While the operation of the CCS supply chain network leads to additional emissions, 

these emissions amount to less than 1% of the total CO2 stored in each of the nine 

scenarios. Generally, the total emissions of the system rise with the increase of the 

emissions reduction target, as shown in Figure 5.5. Starting from a total emissions 

level of 1792 tCO2/year in scenario 1, it increases linearly to 18989 tCO2/year in 

scenario 6. However, the growth becomes more dramatic in scenario 7 and 8, 

reaching 33326 and 53523 tCO2/year, respectively, when ship is utilized to 

transport CO2 captured from the northern part of the system. An exception to this 

trend can be seen when moving from scenario 8 to scenario 9. In scenario 9, the 

system exclusively exploits pipeline technology to transmit the captured CO2, 

making the total system emissions lower than scenarios involving the ship transport. 

0

20

40

60

80

100

120

C
o

st
 o

f 
av

o
id

ed
 c

ar
b

o
n

(€
/t

C
O

2
) Cost of avoided carbon CAC (€/tCO2)

TSC/CO2 avoided TTC/CO2 avoided TCC/CO2 avoided



 
95 

 

Figure 5.5. Total emissions of the system and different processes  

Taking a closer look at the emissions from different processes, while the same 

pattern as the total emissions of the system can be observed for the emissions from 

the transport and conditioning processes, the emissions from the capture process 

rise steadily throughout nine scenarios. It is noteworthy that the capture process 

consistently emits the lowest amounts of emissions among the three contributions, 

accounting for less than 17% of the total system emissions (Figure 5.6). The 

conditioning process emerges as the largest emitter in the first six scenarios, while 

the transport process generates the highest emissions in the last three scenarios. The 

use of ship transport, longer travel distances to capture at plants in the northern part, 

and the absence of requirement to adjust condition of CO2 transported via different 

transport technologies in Scenario 9 contribute to the change in the rankings of the 

emissions from the transport process and conditioning process. 

 

Figure 5.6. Emissions of the system by different processes 
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5.2.3. Components of CCS supply chain 

5.2.3.1. Capture and storage processes 

Table 5.3 presents the captured and stored amounts of CO2 in all studied scenarios. 

The captured amount is always greater than the stored amount due to losses during 

transportation, and the stored amount is greater than the avoided CO2 due to the 

emissions generated by the supply chain. In our study, it is assumed that LUNA and 

Smeaheia use the same receiving terminals as Northern Light. Besides, the 

combined capacity of these three storage sites reaches up to 30 Mt/year, while the 

total emissions from the selected sources amount to just 9.69 Mt/year, meaning that 

there is no need for concern regarding the storage capacity. Thus, the selection of 

storage sites and the decision of the amount stored at each site become irrelevant. 

In this part, we will mainly analyze the results related to the capture process.  

Scenario name 
Captured amount 

(tCO2/year) 

Stored amount 

(tCO2/year) 

Difference/Loss 

(tCO2/year) 

Scenario 1  501,954   501,792  162 

Scenario 2  1,004,583   1,004,109  474 

Scenario 3  2,007,635   2,006,973  662 

Scenario 4  3,010,321   3,009,501  821 

Scenario 5  4,016,009   4,014,699  1310 

Scenario 6  5,021,118   5,018,986  2131 

Scenario 7  6,036,350   6,033,319  3032 

Scenario 8  7,058,024   7,053,516  4508 

Scenario 9  8,018,292   8,012,761  5531 

Table 5.3. Captured amount and stored amount in all studied scenarios 

The increase in CO2 avoidance is mainly achieved by installing more CO2 capture 

units, as can be seen in Figure 5.2 and Figure 5.7. In scenario 1, only one capture 

unit is installed, whereas scenario 9 requires the installation of all 25 capture units 

to meet the emissions target. It is worth noting that there can be more capture units 

than the number of sources as each aluminum plant can accommodate two capture 

units for the refining and smelting steps. 

As previously stated, the rise in CAC is mainly attributed to the increase in the 

specific capture cost. Figure 5.7 demonstrates that the specific capture cost has its 
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minimum value at 12.7 €/tCO2 in scenarios 1 and 2, then increases sharply when 

moving from scenario 2 to scenario 3. Subsequently, the rate of increase slows 

down before becoming significant again from scenario 7 to scenario 9. In scenario 

9, the specific capture cost reaches its highest value at around 77 €/tCO2. This trend 

can be well explained by Figure 5.8. For scenarios 1 and 2, the solver can still satisfy 

the requirements about avoided CO2 by using only natural gas processing and 

fertilizer plants whose unitary capture cost is the lowest (12.7 €/tCO2). Afterwards, 

from scenario 3 to scenario 7, it requires the deployment of more expensive capture 

facilities at other sectors to fulfill the growing CO2 abatement targets. Finally, in 

scenarios 8 and 9, capture units at aluminium smelters which are characterized by 

the highest unitary capture cost (211.2 €/tCO2) are installed, leading to a significant 

increase in the overall specific capture cost and CAC. 

 

Figure 5.7. The number of capture units installed and the specific capture 

cost with respect to avoided CO2  

 

Figure 5.8. The amount of CO2 captured by sector 
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Figure 5.9. Sectorial CO2 capture percentage: Proportion of captured CO2 

compared to total sector emissions 

A detailed analysis on the capture distribution among sectors shown in Figure 5.8 

and the sectorial CO2 capture percentage (the proportion of captured CO2 in a sector 

compared to total emissions from that sector) shown in Figure 5.9 reveals more 

insights into the selection of carbon sources. The deployment of capture units in 

Gassco AS Kårstø processing plant and Yara Porsgrunn takes precedence due to 

their advantageous unitary capture cost. From scenario 3, as the sectorial capture 

percentage is pushed towards the 85% limit of capture efficiency for these two 

plants, refinery/petrochemical plants start to be exploited. Despite the higher 

unitary capture cost of petroleum refinery/petrochemical plants compared to silicon 

factories and alumina refineries, they are preferred for several reasons. Firstly, even 

though there are only two plants in this sector, they are responsible for the largest 

share of emissions (25%). The second reason is related to their convenient 

locations. While Mongstad is a large-scale plant located in close proximity to the 

storage sites, Ineos Rafnes is situated near Yara Porsgrunn, facilitating the 

establishment of a cost-effective network in the Southern area.  

From scenario 5 to scenario 7, capture units are installed in all sectors except for 

aluminium smelters given their high cost. Regarding alumina refineries, although 

their unitary capture cost is the second lowest, they only account for 3% of the total 

emissions from the studied sources. Thus, they are often grouped with other nearby 

sources for CO2 transportation, aiming to reduce costs. In scenario 7, the CO2 
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capture percentages for natural gas processing/fertilizer, refinery/petrochemical and 

alumina refining sectors reach their maximum levels, which are their capture rates. 

However, for other sectors, there are some plants located in the far North that 

remain unused in scenario 7. As we move towards scenario 9, CO2 emissions need 

to be captured from all plants across all sectors to meet the CO2 avoidance target. 

Analyzing the changes in the supply chain networks from scenario 2 to scenario 5, 

scenario 6 and scenario 8 illustrated in Figure 5.2, we can see the development of 

different clusters of sources as the mitigation target intensifies. In scenario 2, CO2 

is transported from Yara Porsgrunn to Gassco AS Kårstø before onward 

transportation to the storage site. As we progress to scenario 5 and 6, we observe 

the establishment of clusters centered around these two plants. In the Southern area, 

Yara Porsgrunn, Heidelberg materials Brevik and Ineos Rafnes are interconnected 

through a shared pipeline infrastructure for transporting CO2 to another capture site 

outside of the region. Meanwhile, in the Southwestern and Western regions, Gassco 

AS Kårstø, Hydro Aluminum Karmøy, Sør-Norge Aluminium, Eramet Norway 

Sauda and Eramet Titanium & Iron form another cluster to optimize the 

transportation of captured CO2 for storage.  

Finally, in scenario 8, the formation of clusters within central and western Norway 

is observed. This includes the integration of Elkem Thamshavn, Wacker Chemicals 

Norway and Hydro Aluminum Sunndal into a cohesive cluster of sources. 

Additionally, a cluster emerges in the Northern part of Norway. The CO2 emissions 

generated by Finnfjord, Norcem Kjøpsvik, Elkem Salten, Elkem Rana and Alcoa 

Norway AS Mosjøen are collected and transported to the Port of Narvik before 

being transferred to the storage sites by ship. These developed clusters allow for the 

utilization of shared infrastructure, such as pipelines and ships, and provide 

opportunities to capture from small sources such as alumina refineries, which 

ultimately reduces costs and environmental impacts for CCS projects. 

5.2.3.2. Transport process 

In this part, the results related to transport network, economic performance and 

environmental impact of each transport technology will be discussed. 

a. Transport network 

The results reveal that more intricate transport networks are developed to align with 

stricter emissions targets. Specifically, the total length of connections installed, and 
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the number of transport routes generally increase for higher emissions 

requirements, as illustrated in Figure 5.10, although there are exceptions in some 

scenarios. For the total length of transport connections, beginning at a length of 161 

km in scenario 1, it surges to over 2900 km in scenario 9.  However, there is a slight 

decrease in the connection length from scenario 3 (485 km) to scenario 4 (483 km) 

since one truck connection between Ineos Rafnes and Yara Porsgrunn is replaced 

by the pipeline route when the volume of CO2 captured becomes bigger. 

Additionally, the fall in the total connection length can be observed from scenario 

8, where there is a ship route, to scenario 9, where only pipeline is used to comply 

with the highest emissions requirement. This transport mode change also explains 

for the reduction in the number of transport routes from scenario 8 (21 routes) to 

scenario 9 (20 routes). 

 

Figure 5.10. Length of transport route installed for each type of transport 

technology and the number of transport routes 

The first transport link is established through a pipeline route connecting Gassco 

AS Kårstø processing plant with the storage site. Although this plant is not the 

closest CO2 source to the storage site, it belongs to the sector having the lowest 

unitary capture cost and has the shortest distance to the storage site in this sector. 

Then, the transport configuration is further expanded as avoiding more CO2 is 

required. Particularly, the transport connections are initially enlarged to regions 

near the existing transport infrastructure. For example, in scenario 3, new 

connection from Ineos Rafnes to Yara Porsgrunn whose CO2 is already captured in 

scenario 2 is exploited to take advantage of scale effect of pipeline transport for the 
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outgoing route from Yara Porsgrunn. Later, when the carbon reduction requirement 

becomes more demanding, connections to more distant parts of the system are 

considered. For instance, it is not until the target calls for the avoidance of 6 Mt of 

CO2 that certain sources in the northern region of Norway are connected to the 

storage sites. 

An important observation is that the resulting systems tend to cluster sources that 

are geographically close to each other into one source prior to moving to the storage 

site, causing limited direct connections from capture plants to the storage sites. This 

approach helps to leverage economies of scale, lowering the total transport cost.  

 

Figure 5.11. Number of pipeline routes per each size 

Among the three transport technologies, pipeline is employed most frequently. 

Pipeline routes cover most of the transport network across nine scenarios. In some 

scenarios, such as scenarios 1, 2, 4, 6, and 9, the entire network depends on pipeline 

transport.  Additionally, the results show that pipeline transport is installed between 

two nodes in which the distances are under 420 km. While the biggest size of 

pipeline, size 6 (5 – 10 Mt), is not operated in any scenario, the sizes under 2 Mt, 

sizes 1, 2, 3 and 4, are installed the most and size 5 is only considered from scenario 

5 to 8 (Figure 5.11).  

Truck and ship connections are marginally chosen in the resulting design 

optimization. For truck transport, it is selected only for small flow rates of CO2 (less 

than 60 kt) and short distances where it provides relatively low transport cost. Ship 

transport, on the other hand, is only employed when the high emissions reduction 

target requires the system to capture CO2 from more distant regions. Specifically, 

ship transport is exploited in scenario 7 and 8 to transport the CO2 captured from 
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the northern part of the system.  In both scenarios, the captured CO2 is consolidated 

at one source, particularly the Port of Mosjøen in scenario 7 and the Port of Narvik 

in scenario 8, before being transported to the storage sites. The ship routes cover 

distances exceeding 980 km in these cases.  

While the combination of long-distance travel and the aggregation of large CO2 

volume can reduce the transport cost for ship, it can also result in a significant 

increase in the amount of CO2 lost during transportation. As depicted in Figure 5.12, 

the CO2 loss caused by ship transport is over 500 tCO2/year in scenario 7 and over 

1500 tCO2/year in scenario 8. These losses account for approximately 21.9% and 

51.8% of the losses experienced in the pipeline transport, respectively, despite ships 

carrying less than 1% of the total CO2 volume transported by pipelines. 

 

Figure 5.12. Amount of CO2 lost during transport per each type of transport 

technology 

b. Economic performance 

As mentioned earlier, the total transport cost (TTC) of the system increases as the 

emissions reduction target becomes more stringent. The primary contributor to TTC 

is due to the pipeline transport cost, always accounting for more than 70% of TTC 

(Figure 5.13). This is justified by the fact that the transport networks in all nine 

scenarios are predominantly based on pipeline transport to comply with the cost and 

emissions objectives (Figure 5.14). When ship transport is employed in scenario 7 

and 8, it makes up more than 20% of TTC, despite transporting a significantly lower 

volume of CO2 compared to the pipeline transport. The cost of truck transport only 
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represents a limited portion of TTC, under 1.5% (Figure 5.13). 

 

Figure 5.13. Distribution of TTC by transport technologies and TTC per 

tCO2 avoided  

 

Figure 5.14. Amount of CO2 transported per each transport technology  

Additionally, the specific transport cost of the system, derived by dividing the total 

transport cost by the total amount of avoided CO2 (TTC/Total avoided CO2) 

[€/tCO2], fluctuates depending on the emissions target (Figure 5.13). Initially, it 

rises from scenario 1 to scenario 2. In this situation, a relatively high investment 

cost for pipeline transport is required to transfer a limited amount of CO2 needed to 

meet the carbon reduction target. Then, with the emergence of economies of scale 
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in the pipeline system when larger volumes of CO2 are transported, the transport 

cost per tCO2 avoided moderately declines from scenario 2 to scenario 5. However, 

it starts to rise again from scenario 5 to scenario 9. This increase is due to the 

utilization of ships and by the longer transport routes to connect the northern part 

of the system to address the more challenging emissions target. 

c. Environmental impact 

When it comes to environmental impact of transport technology, pipeline transport 

is the main source of transport-related emissions of the system across most 

scenarios, except for Scenario 8. This is because pipeline transport handles the 

majority of the CO2 amount within the network. While truck transport produces a 

certain level of CO2 emissions during operation, ship transport is particularly 

notable for its remarkably high emissions subject to the amount of CO2 transported. 

For example, in scenarios 7 and 8, ship transport transfers small amount of CO2, 

but releases emissions that are nearly equal to and more than 2.5 times the emissions 

generated by the pipeline transport, respectively, as depicted in Figure 5.15, causing 

a significant increase in the total emissions from the transport process in these 

scenarios.  

 

Figure 5.15. Emissions from transport process per each transport technology  

The substantial emissions from ship transport can be attributed to the extensive 

distances it needs to cover to connect capture plants in the north of Norway with 

the storage sites. Moreover, the consolidation of the captured CO2 to achieve 

economies of scale, to some extent, amplifies the indirect emissions associated with 

the ship transport installation, especially when the gathered volume just approaches 
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the minimum capacity of one ship size. For instance, in scenario 8 (Figure 5.2), all 

the CO2 captured from the northern region, amounting to 1.08 Mt, is gathered at the 

Port of Narvik. Subsequently, a ship of size 3 (1 – 2 Mt) is utilized to transmit the 

captured CO2 to the storage site. While this network aids in reducing the ship 

transport cost, it also expands the indirect emissions of the ship since the indirect 

emissions of transportation process are influenced by the maximum capacity of a 

transport technology, which is 2 Mt in this scenario.  

The impact of the consolidation on the indirect emissions of transport technology 

can also explain the change of transport network in scenario 9 which endures the 

highest emissions target. Unlike the other scenarios which have a maximum of four 

direct connections to the storage sites, scenario 9 employs six transport routes to 

connect various nodes directly with the storage sites. In this scenario, besides 

seeking opportunities to gain benefits from scale effects, the system distributes the 

captured CO2 in a manner that maximizes the utilization of transport’s capacity. 

This approach is done to align with both economic and emissions objectives. 

Consequently, the volumes of CO2 transported in the direct routes to the storage 

sites closely reach the maximum capacity of the corresponding pipeline size. 

5.3. Sensitivity analysis 

In this part, sensitivity analyses will be conducted to thoroughly examine the 

impacts of four factors on the results of the model: capture efficiency, unitary 

capture cost of the smelting step in the aluminium sector, the unitary transport cost 

of truck and the electricity consumed per unit CO2 captured. For all these analyses, 

scenario 6 is selected as the reference case due to several reasons. Firstly, the 

objective of avoiding 5 Mt CO2 is sufficient to comply with Norway’s target of 

reducing emissions by up to 55% by 2030 compared to the 1990 level (Norwegian 

Ministry of Climate and Environment, 2021). Secondly, the transportation network 

in scenario 6 begins to expand to more distant parts of the system and covers more 

short distances which are potential for truck transport. Finally, although some 

sources within the aluminium sector have implemented CO2 capture technologies 

in scenario 6, these efforts have only focused on the refining steps.  

5.3.1. Capture efficiency  

As capture efficiency (𝜆) is an important parameter in the capture process, we have 

undertaken a sensitivity analysis to examine its impact on the optimal CCS supply 
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chain network. In this section, we present scenario 6high and scenario 6low which 

represents scenarios with high capture efficiency (90%) and low capture efficiency 

(80%) respectively (Table 5.4). The ensuing discussion will focus on comparing the 

results of these scenarios with the reference case of scenario 6.  

 

Table 5.4. Sensitivity analysis scenarios on capture efficiency 𝝀 (%) 

As can be seen from Figure 5.16, if the capture rate is set to 90% for all sources, 

several structural changes occur within the CCS system compared to the base case. 

Firstly, capture units at two silicon plants in the central Norway, namely Elkem 

Thamshavn and Wacker Chemicals Norway, are no longer needed and replaced by 

only one capture unit at the nearby Hydro Aluminum Sunndal plant. This can be 

explained by the fact that a higher capture efficiency ensures a more optimal 

utilization of CO2 sources, leading to fewer installations required to achieve the 

same emissions target. Moreover, in scenario 6high, some modifications have been 

made compared to the reference case to leverage economies of scale better. For 

example, in the Southern area, CO2 emissions from Heidelberg materials Brevik are 

moved to Ineos Rafnes before being transported onward to Yara Porsgrunn, instead 

of being directly transported to Yara Porsgrunn as in scenario 6. In addition, in the 

Southwest area, CO2 from Gassco AS Kårstø processing plant can be directly 

transported to Sør-Norge Aluminium without being transferred through Eramet 

Norway Sauda. 

When it comes to scenario 6low, there are also several changes in the resulting 

optimal CCS supply chain network. Firstly, the capture unit at the refinery in Hydro 

Aluminum Sunndal plant is used to replace that in Hydro Aluminum Årdal 

Metallverk. This is because with a capture rate of 80%, the maximum emissions 

that can be captured from the refinery in Hydro Aluminum Årdal Metallverk are 

still too low for a cost-effective transportation. Secondly, a truck connection 

emerges from Sør-Norge Aluminium to Eramet Titanium & Iron as a lower CO2 

amount needs to be transported. Furthermore, in the map area below the storage 
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sites, CO2 emissions in scenario 6low are gathered at Eramet Titanium & Iron instead 

of Sør-Norge Aluminium as in scenario 6 before reaching the storage sites. 

  

 

Figure 5.16. The results of sensitivity 

analysis on capture efficiency 

regarding the structure of the system 

The economic results of scenarios 6high and 6low
 exhibit the expected outcome, with 

a respective decrease and increase in total capture and transport costs compared to 

scenario 6, while total storage cost remains stable (Figure 5.17). As a result, 

scenario 6high and scenario 6low result in a total cost of 366 M€/year (-11 M€/year 

relative to scenario 6) and of 383 M€/year (+6 M€/year relative to scenario 6), 

respectively. Notably, when moving from scenario 6 to scenario 6high, the transport 

cost decreases considerably by 18.4% thanks to improved utilization of economies 

of scale in the pipeline infrastructure. 

Scenario 6low 

Scenario 6 
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Figure 5.17. Cost results for different scenarios of capture efficiency 

The same trend is observed in the total CO2 emissions of the system (Figure 5.18). 

As the capture rate is set at 90% for all sources, the overall CO2 emissions generated 

by the CCS supply chain network decrease to 17.78 kt/year (-1.21 kt/year relative 

to scenario 6). By contrast, in the case of an 80% capture rate, the emissions increase 

to 19.13 kt/year (+0.14 kt/year relative to scenario 6). As a result, with the same 

target of CO2 avoidance, scenario 6high requires the lowest amount of CO2 storage, 

whereas scenario 6low necessitates the highest among all three scenarios. 

 

Figure 5.18. Total CO2 emissions of the systems for different scenarios of 

capture efficiency 

Based on the analysis, we conclude that the CCS supply chain network design in 

scenario 6 is sensitive to capture efficiency. A higher efficiency leads to a more 

cost-effective and environmentally friendly network while a lower efficiency has 

the opposite effect. 
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5.3.2. Unitary capture cost in aluminium smelters 

One of the important inputs we consider in our model is the unitary capture cost of 

aluminium smelters, which is set at 211.2 €/tCO2. This cost is significantly higher 

than the costs of other sectors, making aluminium smelters less favorable for 

integration into the CCS network. However, as previously mentioned, Norsk Hydro 

is proactively investing in CO2 capture technologies for existing smelters, with the 

aim of making them more economically feasible and widely applicable. Therefore, 

we have carried out a sensitivity analysis on the unitary capture cost of aluminium 

smelters (UCCa,smelt) to determine the threshold cost that aluminium smelters must 

achieve to have an impact on the CCS network in Norway.  

To perform the sensitivity analysis, we changed the unitary capture cost of 

aluminium smelters from 211.2 €/tCO2 to 190, 160, 130, 100, 90, 80, 75 and 70 

€/tCO2 and ran the model for each value. The results indicate that only when the 

cost is reduced to 70 €/tCO2 is there a change occurring in the network. Specifically, 

this reduction prompts the installation of capture units in smelters at Hydro 

Aluminum Karmøy and Sør-Norge Aluminium, while decreasing the captured 

amount from Heidelberg materials Brevik. 

Although the unitary capture cost of 70 €/tCO2 remains the highest among all 

sectors, the proximity of Hydro Aluminum Karmøy and Sør-Norge Aluminium to 

the storage sites makes them valuable additions to the network. Especially, Sør-

Norge Aluminium, together with Mongstad refinery, serve as strategic points for 

collecting emissions before transferring them to the storage sites. By utilizing 

smelters at these two plants and reducing and captured amount at a more distant 

plant, the network can lower the transport cost and emissions, compensating for the 

increase in the capture cost.  

Indeed, the economic results indicate that adjusting UCCa,smelt to 70 €/tCO2 results 

in an increase in the capture cost from 227 to 230 M€/year, but a decrease in the 

transport cost from 49 to 44 M€/year, leading to an overall saving of 2 M€/year. 

Additionally, the emissions of the system also show a decline from 18.99 kt/year to 

18.65 kt/year. In a nutshell, the cost-optimal supply chain network in scenario 6 is 

only slightly sensitive to the unitary capture cost of aluminium smelters.  

5.3.3. Electricity consumed for the capture process 

In our model, the emissions from the capture process depends remarkably on 
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electricity required to capture one metric tonne of CO2 (𝛼). Therefore, we adjusted 

the value of electricity consumed to capture one tonne of CO2 for all sectors except 

for cement production, which is already set to be zero based on the current situation 

in Norway, to investigate if such a change exerts an effect on the network design. 

 

Table 5.5. Emisions from different processes for different values of electricity 

consumed for capture process 

The result reveals that when the amount of electricity consumed to capture one 

tonne of CO2 rises, the emissions from capture process increases, meaning that 

when 𝛼 is lower than 25 (the value in the base-case), the emissions from the capture 

process are lower than those in the base-case and vice versa. This, in turn, leads to 

a moderate growth in the total emissions of the system for the increase of 𝛼, as 

indicated in Table 5.5. To compensate for this change in emissions and comply with 

the carbon reduction target, the system needs to adjust the amount of CO2 captured. 

As a result, the related costs of the system exhibit minor differences across the 

different values of 𝛼 (Table 5.6).   

 

Table 5.6. Economic indicators for different values of electricity consumed 

for capture process 

However, it is worth emphasizing that these changes in costs are primarily driven 

by the fluctuations in the amount of CO2 captured, rather than differences in the 

network configuration. In fact, the resulting optimal designs of CCS supply chain 

remain essentially identical regardless the value of 𝛼, meaning that the networks 

use the same sources, transport connections and transport technology as in the base-

case. Therefore, it can be concluded that the supply chain design is not sensitive to 
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the electricity required for capturing one tCO2. 

5.3.4. Unitary transport cost for truck 

In our model, the truck transport only plays a minor role in comparison with other 

transport technologies. This is partly due to the high cost of transporting CO2 via 

truck. Therefore, it is here examined the impact of lowering unitary truck transport 

cost on the design optimization of CCS supply chain. 

The results present two distinct patterns based on the unitary truck transport cost: 

one where the unit cost is equal or greater than 0.135 €/tCO2 (Group A), and another 

where the cost is less than 0.135 €/tCO2 (Group B). In Group A, the transportation 

network remains unchanged compared to the base case. However, in Group B, there 

is a substitution of truck transport for one pipeline route connecting Elkem 

Thamshavn and Wacker Chemical Norway. This route transfers approximately 130 

kt CO2 over a distance of 51.1 km. Nevertheless, pipeline transport continues to be 

the primary mode of connection in both groups. 

 

Table 5.7. The result of the sensitivity analysis on unitary transport cost of 

truck regarding cost indicators of the system 

Concerning cost and emissions indicators of the system, in Group A, all indicators 

stay the same as in the base case (Table 5.7 and Figure 5.19). However, slight 

differences can be witnessed in Group B. The total capture and storage costs in 

Group B are constant across different values of unitary truck transport cost and are 

slightly higher than those in the base case, +0.051 M€/year and +0.015 M€/year, 

respectively (Table 5.7). On the other hand, the total transport cost increases as the 

unitary transport cost of truck rises, but the cost is still lower than that of the base 

case. Moreover, the change in the total transport cost is more significant than the 

changes in the total capture and storage costs, causing the total system cost and 

CAC to vary following the same pattern as the total transport cost. 
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Figure 5.19. Results of emissions and total transport cost for different values 

of unitary truck transport cost 

The emissions of the systems in Group B also remain unchanged regardless of the 

value of the unit transport cost of truck, but they are higher compared to the base 

case (as demonstrated in Figure 5.19). This increase in emissions can be attributed 

to two factors related to the transport and conditioning processes. Firstly, the higher 

emissions from transport process are a result of the truck transport emitting more 

emissions than the pipeline transport. Therefore, when the truck transport is used in 

Group B instead of pipeline, the overall emissions from transportation increase. 

Secondly, the increase in the emissions from conditioning process is due to two 

reasons: (1) more energy is required to adjust condition of CO2 from its capture 

state to condition suitable for truck transport; (2) extra energy is needed in the 

systems of Group B to move CO2 from the truck transport to the pipeline transport. 

In summary, though very low unitary transport costs of truck can extend the 

application of truck in the CCS supply chain network, the transport configurations 

still mainly rely on pipeline technology. Moreover, it is crucial to recognize that 

achieving such low unit truck transport cost, especially for short distance and low 

capacities, is still challenging. Therefore, it can be concluded that the model is 

slightly sensitive to the unitary transport cost of truck.  

  

 48.6

 48.7

 48.7

 48.8

 48.8

 48.9

 48.9

 49.0

 49.0

 49.1

0

5

10

15

20

25

0.105 0.120 0.135 0.150 0.165 0.195 0.225 0.240

T
o

ta
l 

tr
an

sp
o

rt
 c

o
st

 (
M

€
/y

ea
r)

E
m

is
si

o
n

s 
(k

tC
O

2
/y

ea
r)

Emissions (ktCO2 /year) and total transport cost 

(M€/year) for different values of truck transport cost

Emission from capture process Emission from transport process

Emission from conditioning process Total transport cost



 
113 

6. Conclusion 

In this chapter, we will elaborate on our answer to the research question, theoretical 

and practical implications, limitations of this paper and suggestions for future 

research. 

6.1. Answering research question 

The goal of this thesis is to investigate “How can the supply chain network for CO2 

capture, transportation and storage be designed to minimize total costs and meet the 

CO2 avoidance targets?”. This research question was answered by: (1) developing 

a mathematical model to optimize the system cost and total avoided CO2 for CCS 

supply chain; (2) analyzing the systems across different CO2 abatement targets to 

provide insights into how to design such a network. 

Regarding the model, a static, multi-stage, multi-echelon and multi-objective MILP 

model was built to optimize the design of CCS supply chain. Additionally, the 

Gurobi 10.0.1 software package was utilized to solve the model. The model has two 

different objectives: minimizing the total system cost and maximizing the amount 

of CO2 avoided. The ε-constraint approach was chosen for this paper as it allows 

the illustration of trade-offs between these conflicting objectives through a Pareto 

curve. Specifically, the objective of the model was set to minimize the total system 

cost, while simultaneously constraining the total amount of CO2 avoided to specific 

values based on different carbon reduction targets. Nine prototypical Pareto-

optimal supply chain configurations were detailed to describe the changes in system 

design with the evolution of emissions reduction targets.  

The findings indicate that as the target of avoided CO2 increases, ranging from 5% 

to its maximum attainable value equivalent to 83% of the total current emissions 

from studied plants, the minimum cost for the network also rises progressively from 

21.4 to 938.7 M€/year. On average, the capture cost constitutes the largest share of 

the total cost at 52%, while the storage and transport costs account for 30% and 

17% respectively. Furthermore, it is found that avoiding a fixed amount of CO2 

becomes more expensive as the target for reducing emissions becomes more 

demanding. Specifically, the total cost of avoided carbon starts from 42.9 €/tCO2 in 

scenario 1, increases throughout scenarios 2 and 8, and reaches 117.6 €/tCO2 in 

scenario 9. This increase is primarily driven by the higher specific capture cost 

across different scenarios. 
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Concerning the emissions embodied in the system, in all scenarios, they remain 

below 1% of the total volume of stored CO2. When analyzing the contributors to 

the system emissions, it was observed that the emissions from capture process cover 

the smallest proportion of the overall emissions (less than 20%). Meanwhile, the 

rankings of the emissions from transport and conditioning processes could be 

influenced by factors such as travelling long distances or utilizing ship transport. 

While the decisions regarding storage sites are irrelevant in this study, the selection 

of capture sites plays a key role in optimizing the network design. As the carbon 

avoidance target increases, the optimal network becomes more complex with more 

capture units being deployed. Starting from scenario 7, where the aim is to avoid 6 

Mt/year, equivalent to 62% of the total current emissions from studied sources, 

capture units situated far away from the northern region start to be installed to meet 

the emissions targets. This leads to the transportation of CO2 over longer distances. 

In scenarios 8 and 9, where the targets are the highest, capture units are even 

installed at aluminium smelters that are characterized by the highest unitary capture 

cost, leading to an upsurge in the overall capture cost. 

Regarding prioritizing the installation of capture units at various CO2 sources, the 

solver takes into account four criteria: unitary capture cost, location, size of CO2 

emissions, and capture efficiency. As a result, for small emissions targets, four 

plants in the natural gas processing/fertilizer and refinery/petrochemical sectors are 

utilized first. The installation of capture units at aluminium smelters is considered 

a last resort given their extremely high cost. Furthermore, as the mitigation target 

becomes more ambitious, the optimal supply chain networks evolve and give rise 

to different clusters of sources in the Southern, Southwestern and Western, Central 

and Western, and finally Northern regions, allowing for the utilization of shared 

infrastructure and providing opportunities to capture from small sources. 

In terms of the transport process, the complexity of the transport system in the CCS 

supply chain increases with the higher emissions targets. Across nine scenarios 

examined, pipeline technology is predominantly employed for transferring the 

captured CO2, but only for distances less than 420 km. On the other hand, truck 

transport and ship transport play a minor role in the transport networks. Trucks are 

selected for relatively small CO2 flow rates (under 60 kt) and short distances, while 

ship transport is only utilized when higher emissions targets necessitate capturing 

CO2 from sources located in the northern region of Norway. In such scenarios, ship 
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routes cover distances exceeding 980 km. It is important to note that although ships 

may be preferred to transport CO2 captured from distant regions, long-distance 

travelling can amplify emissions related to ship transport technology installation. 

6.2. Theoretical implications 

Although there exists certain research on SCND for CCS, most of them focused on 

problems at region-wide or continent-wide levels and with a single economic 

objective. Moreover, these studies generally consider emission sources from limited 

sectors and examine only pipeline and/or ship as the potential transport modes for 

the CCS network. In our study, a multi-objective MILP model was formulated to 

allow for finding minimum-cost networks under different CO2 avoidance targets. 

Meanwhile, we provide a comprehensive model that incorporates three modes of 

transport, namely pipeline, truck and ship, and takes into account emissions sources 

from various sectors. The model exhibits flexibility and generalization, allowing its 

application to various contexts beyond the specific study.  

The findings of the study highlight the significant contribution of the capture cost 

to the total cost, which is in line with the existing literature. The selection of CO2 

sources and the sizing of capture plants play a pivotal role in designing an optimal 

CCS supply chain network. Besides the cost aspect, we found through the 

sensitivity analysis that changing capture efficiency also makes a significant impact 

on the network. A higher capture efficiency implies lower capture and transport 

costs as well as lower emissions of the system and vice versa.  

By conducting research at a country level, we can also assess the possibility of 

clustering small emissions sources within the CCS network. Our findings suggest 

that clustering is more feasible when the sources are geographically close to each 

other. The proximity reduces the transportation distances and associated costs for 

CO2 transport. Besides, the combined emissions from the small sources should be 

significant enough to justify the cost and effort of implementing shared transport 

infrastructure. If the emissions from individual sources are too small, it may not be 

economically viable to cluster them. 

Furthermore, our findings regarding the transport process agree with the existing 

literature. Particularly, the results pinpoint that pipeline transport represents as the 

most cost-effective method for transporting the captured CO2, but only for short to 

medium distances. For longer distances, ship transport is proven to be a more 
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attractive option than pipeline. Finally, truck technology has the potential to 

transport CO2 for short distances and low flow rates.  

6.3. Practical implications 

Due to the lack of prior study on the CCS supply chain network design in Norway, 

our study holds important implications for the Norwegian industry and decision-

makers in developing and implementing a cost-minimal network for the evolution 

of emissions reduction targets. The optimization results point out the optimal 

selection, location, and sizing of capture units across different sectors and the most 

suitable transportation routes and modes among ship, truck, and pipeline for 

practitioners to refer to. 

Evaluating the carbon-avoided cost provides Norwegian leaders with insights into 

the policy of carbon tax in Norway to facilitate the implementation of CCS 

networks. It is recommended that a carbon tax should range from 75.3 to 94.4 

€/tCO2 for avoiding 52% to 72% of total current emissions from considered 

sources. In the case of maximizing CO2 avoidance, which corresponds to 83% of 

the total current emissions, the carbon tax should be set at least at 117.6 €/tCO2 to 

compensate for the investment and operation of the system. 

In terms of the capture stage, besides efforts to reduce capture costs, the findings 

suggest that the Norwegian industry should also focus on improving capture 

efficiency. For scenario 6 with the aim to avoid 5 MtCO2/year which we believe is 

aligned with the current target in Norway, increasing capture efficiency to 90% for 

all sources helps to reduce the transport cost significantly by 18.4%. Additionally, 

for the aluminium industry, they should develop technologies that can lower the 

cost of capturing CO2 from smelters to 70 €/tCO2. Failure to achieve this cost 

reduction would make aluminium smelters remain unfavorable for an economically 

viable supply chain network in scenario 6. Finally, it is recommended to develop 

the CCS network in clusters rather than relying solely on standalone large-scale 

sources to better utilize resources and benefit from the economies of scale. The 

initial focus should be on Southern, Southwestern and Western areas. 

When it comes to the transport stage, our study highlights that pipeline transport is 

the most favorable and cost-effective option for transferring CO2. As a result, to 

establish an efficient CCS network in Norway, it is recommended to prioritize 

investment and development in pipeline infrastructure, while ship transport can be 
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employed at a later stage when emissions targets become more ambitious. From the 

sensitivity analysis, it is also suggested that with the current Norwegian target, truck 

transport cost holds the potential only when its unitary cost is deeply reduced to 

below 0.135 €/tCO2/km for the distance range below 75km.  

6.4. Limitation and suggestion 

6.4.1. Limitation 

The most notable limitation of this research lies in the willingness of practitioners 

to take part in interviews or reply to emails. This difficulty was faced in the attempts 

to get answers from scientists or researchers on each process of CCS in Norway, 

including capture, transport, and storage processes. Following this limitation, we 

were only able to get responses from one person for each aspect of CCS system. 

This prevents us from acquiring sufficient quantitative data to come up with a more 

complete picture of CCS supply chain network in Norway. 

Additionally, due to the time constraint of a master thesis, the investigation of the 

impact of time-dependent factors on the CCS system is still missing in this study. 

In other words, the focus of this research is on the steady state optimal CCS network 

design rather than its optimal evolution over time. Moreover, although 

uncertainties, such as uncertainties of storage capacity, polices or investment cost, 

have been recognized as influential factors in the development of CCS network 

(Koelbl et al., 2014), it is neglected in this study. Besides, owing to the lack of 

available data, the scale effects of the plant size on the capture costs and the 

distinction between onshore pipeline and offshore pipeline are not addressed in this 

study, even though it could impact the design of CCS network. Despite these 

limitations, we believe that this paper still provides interesting findings and 

applicable tools and methods for decision-makers and researchers. 

6.4.2. Suggestion 

Based on our limitations, there are some suggestions for future research. Firstly, to 

improve the model, future research can investigate the impacts of time-dependent 

factors, uncertainties or differentiating between onshore and offshore pipelines on 

the development of CCS network to gain a more robust analysis of the optimal 

SCND for CCS.  

For the capture stage, future research should explore scale effects on unitary capture 

costs because of plant size to better assess the feasibility of clustering small sources. 
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Researchers could also investigate the possibility of different sources sharing not 

only transport but also capture facilities to utilize the scale effects and allocate 

resources better. In sectors whose CO2 emissions arise from multiple process units 

such as iron and steel, refinery and petrochemical, it is advisable to establish 

differentiated costs that accurately reflect the diverse nature of the capture process. 

When it comes to the storage stage, once more information about the costs and 

locations of receiving terminals and storage sites of LUNA and Smeaheia is 

provided, it should be updated to the model to yield relevant findings about source-

sink matching. 
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Appendices 

Appendix 1. Interview guide 

A. Group 1: Technical experts in each component of CCS in Norway 

A.1. Introduction 

1. Introduction of the interviewers and about the thesis 

2. The purpose of the interview 

A.2. Interviewee background 

1. Currently, you are working at company XXX. Could you describe your role 

and experience in the organization regarding CCS? 

A.3. Questions about each process in CCS 

A.3.1. For capture process 

1. Could you give an overview about CO2 capture in Norway? 

2. Could you elaborate on important factors affecting CO2 capture in Norway? 

3. In our study, we will consider some sectors such as refinery, iron and steel, 

aluminum, or cement, how can we choose suitable capture technology for 

each sector? 

4. We have found some numbers about unitary capture cost in Europe from 

literature (as attached file sent in the interview). Do you think these numbers 

can be applied under the Norwegian context? 

Follow-up: 

a. If not, could you enlighten us about unitary capture costs in Norway? 

b. Could you suggest us some sources to find relevant capture cost for 

Norway? 

c. Could you provide us information about the potential to reduce capture 

costs for different sectors in Norway? 

5. To further examine this topic, who would you recommend that we can talk 

to? 

A.3.2. For transport process 

1. What are available CO2 transport technologies in Norway recently? 

Follow-up: 

a. Are there any relevant projects you could name here? 

2. What do you think are the factors to consider when using different modes 

for CO2 transportation? 
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3. How do you evaluate the potential to install a pipeline network for CO2 

transportation in Norway? What are the difficulties of implementing such a 

network? 

4. We have found some numbers about unitary transport cost for pipeline, ship, 

and truck transport from literature (as attached file sent in the interview). 

Do you think these numbers can be applied in Norway? 

Follow-up: 

a. (In case the interviewees conducted their own cost estimation) Do you 

consider different distance range (for truck transport) or different size 

(for ship and pipeline transport) when formulating the transport cost 

model? If yes, could you explain more about that? 

b. Could you suggest us some sources to find more data for Norway? 

5. To further examine this topic, who would you recommend us to talk to? 

A.3.3. For storage process 

1. What are existing and planned storage sites in Norway recently? 

Follow-up: 

a. What are their storage technologies and capacities? 

2. We found the unitary storage cost of 18 €/tCO2 in Europe in literature, does 

this reflects the real situation in Norway? 

3. To further examine this topic, who would you recommend that we can talk 

to? 

B. Group 2: Experts in CCS market in Norway 

B.1. Interview 1  

B.1.1. Introduction 

1. Introduction of the interviewers and about the thesis 

2. The purpose of the interview: defining the problem 

B.1.2. Interviewee background 

1. Could you describe your role and experience in the organization regarding 

CCS? 

B.1.3. CCS system in Norway 

1. Could you give an overview about each element of the CCS system in 

Norway, including capture, transport, and storage? 

2.  Where would you recommend that we can find relevant information 

regarding CCS network in Norway? 

B.2. Interview 2 
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B.2.1. Introduction 

1. The purpose of the interview: mapping CCS system in Norway 

B.2.2. Questions about CO2 sources 

1. How can we categorize types of Norwegian plants, such as steel, cement, 

power coal/gas, refinery, etc.? 

2. We have found nearly 100 CO2 sources reported in Norway, should we 

consider all these sources or just sources that meet a certain criterion? 

Follow-up: 

a. Some of these sources have already been involved in a CCS project, 

should we also consider them? 

b. In our list of CO2 sources, offshore petroleum sites are one of the biggest 

CO2 sources in Norway. However, we found little information regarding 

capturing CO2 from these sites. Could you explain why? 

B.2.3. Questions about transport process 

1. What is the current status of CO2 ship transport in Norway? 

Follow-up: 

a. Have CO2 ship transport with offshore unloading been applied 

elsewhere yet? 

2. How can we design pipeline routes? 

3. Do you have any advice on where to find information about CO2 truck 

transport? 

B.2.4. Questions about storage process 

1. Currently, there are many storage sites in Norway, such as Sleipner, 

Northern Lights, Barents Blue, Borg, Snøhvit and Smeaheia. How can we 

choose suitable storage sites? 

2. We found the unitary storage cost of 18 €/tCO2 in Europe in literature, does 

this reflects situation in Norway? 

B.3. Interview 3 

B.3.1. Introduction 

1. The purpose of the interview: reviewing the collected data 

B.3.2. Question 

1. Does the data in each process of CCS supply chain make sense with the 

Norwegian situation? 

2. Do you have any recommendations for us to improve the quality of the data? 

C. Group 3: Experts in SCND for CCS at different scales 
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C.1. Introduction 

1. Introduction of the interviewers and about the thesis 

2. The purpose of the interview 

C.2. Interviewee background 

1. Could you describe your project and your role in the project? 

C.3. Questions about the model 

1. Could you explain more about your model to identify an optimal supply 

chain network for CCS? 

Follow-up: 

a. How did you categorize types of plant? 

2. Which elements are important to consider when formulating cost functions 

for each process of CCS, namely capture, transport and storage? 

Follow-up: 

a. Why did you take into account discount rate when calculating levelized 

cost of stored and avoided carbon? 

b. Why is ship transport cost modelled based on flowrate and linear 

regression of distance and unitary cost, while pipeline transport cost is 

not? 

c. For ship transport, what is the meaning of buffer storage and how to 

choose suitable buffer storage? 

d. Why is maintenance transport cost equal to zero in your model? 

3. Where would you suggest that we can find related data for cost of CO2 

capture, transport, and storage? 

C.4. Questions about the software 

1. Which software did you use to visualize maps and the results? 

2. Which software did you use to run the model in your project? What are its 

disadvantages and advantages? 

Follow-up: 

a. Which software do you recommend us to solve our problem? 

C.5. Other 

1. To further examine this topic, who would you recommend that we can talk 

to? 

2. Do you have any other recommendations for us before the end of this 

interview?
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Appendix 2. CO2 emissions of the considered plants 
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Appendix 3. Chemical engineering plant cost index (CEPCI) (Chemical 

Engineering, 2020) 

 

Appendix 4. List of ports 

 

  


