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Abstract 

This thesis investigates the relationship between environmental performance 

measured by emissions and financial performance in the energy industry, focusing 

on the link between scope 1 and 2 emissions and financial indicators such as return 

on equity (ROE) and Return on Assets (ROA).  

 

Previous research explores the connection between environmental and financial 

performance, based on studies from the 1970s to 2017. The relationship appears 

mixed, with some studies finding a positive, negative, or no correlation between the 

two. Some research indicates that good environmental performance may lead to a 

market premium, while others suggest the opposite. The link between 

environmental and financial performance is complex, and more research is needed 

to fully grasp it. 

 

Our research employs a panel data analysis using a dataset of 80 energy companies 

sourced from Bloomberg, with annual data from 2014 to 2021. The data 

encompasses variables such as scope 1 and scope 2 emissions, return on equity, 

return on assets, market capitalization, debt-to-equity ratio, energy sector, and 

industry segments. To test the hypothesis that financial and environmental 

performance are positively linked, our research employs various research 

methodologies, including pooled ordinary least squares (POLS), fixed effects (FE), 

and first differences (FD) models. Multicollinearity and autocorrelation are 

examined, and potential omitted variable and selection biases are addressed. 

 

The findings in our study provides new insights between the effects of 

environmental performance, particularly between emissions and financial 

performance in the global energy industry with additional country and sector 

specific findings. Our results show no link between greenhouse gas emissions 

(GHG) and ROE or ROA. We find firm size and if the company originates from a 

high- or low-income country to be the most important factors. 
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1. Introduction  

1.1 Introduction 

The phenomenon of climate change and global warming has been widely 

recognized since its discovery. In 1938, Guy Callendar connected carbon dioxide 

increases in the atmosphere with global warming (Callendar G. , 1938). Similarly, 

the utilization of solar and wind energy is not a novel concept. However, what is 

novel is the current stage of transition from traditional hydrocarbon energy sources 

to renewable energy sources. Renewable energy and its related technologies are 

now widely acknowledged as credible sources of power and a viable alternative to 

natural gas and oil. 

 

As a result of growing environmental awareness and a commitment to sustainable 

development, the world has embraced the United Nations' Sustainability 

Development Goals (SDGs). Among the 17 goals, SDG 13 – Climate action is 

based on the Paris Agreement, to limit global warming to 1.5 Celsius above pre-

industrial levels. Greenhouse gas emissions will need to peak by the latest 2025, 

and then be reduced by 43% by 2030, before achieving zero-net emissions by 2050 

(Sachs, Lafortune, Fuller, & Woelm, 2022). This shift has put pressure on energy 

companies to invest in green energy, with varying degrees of commitment. Some 

companies are merely paying lip service to the cause by using language such as 

"transition" and "low carbon" in their reports, while others are making substantial 

investments in renewable energy and turning into integrated energy companies. 

 

Some investors are motivated by the desire for profits, and while environmental 

concerns are a factor, they are not the sole driving force. Others also focus on 

environmental aspects for various reasons. The attention given to climate change is 

often cyclical and subject to fluctuations, with investors in general being focused 

on profits over environmental concerns. There is a possibility that oil and gas 

companies may be ignored by investors if they are viewed as environmentally 

harmful, but as public focus wanes, investors may begin to realize the potential 

profits that these companies offer. This thesis aims to explore the effect the 

emissions in energy companies have on their financial performance considering 

these developments. 
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Energy companies have four ways of implementing renewable energy solutions. 

The first one is to use renewable energy for efficiency gain, like enhanced oil 

recovery (EOR). A second way is to leverage in-house expertise from decades in 

the oil business to produce renewable energy, like building hydropower, offshore 

wind, and producing biofuels. The third way is to operate as venture capital, 

investing in promising technologies and solutions. The final way is to build a fully 

integrated energy business, with end-to-end solutions in power production, grid, 

storage, sale, and analysis. No matter what a company chooses, the goal is to reduce 

emissions and still operate a profitable company. 

 

Low- and high-income countries have different starting points in the energy 

transition, with implications for prosperity and quality of life. High-income 

countries have the financial means to invest in renewable energy, contributing to 

environmental sustainability while maintaining a high standard of living. In 

contrast, low-income countries face challenges in balancing their energy needs with 

limited resources, potentially affecting their path to prosperity and the well-being 

of their populations. Bridging the energy transition gap is crucial to ensure that all 

countries can achieve sustainable development and enhance the quality of human 

life. 

 

1.2 Research contribution 

In this study, our focus is exclusively on the environmental aspect of the 

Environmental, Social, and Governance (ESG) criteria and more specifically its 

relation to emissions. This is different from previous studies which have 

investigated the combined ESG score or other various subcategories of ESG. 

Previous studies have focused on the relationship between ESG and the economic 

or financial performance of companies in specific countries regions, or continents, 

whereas we will examine how ESG subcategories affect companies within a 

particular industry in the whole world. We have also created a dummy variable 

which is country specific and sector specific, whereas we can compare countries 

and sectors within the same industry. 

 

The recent heightened focus on environmental and social issues from the SDGs, as 

well as the mentioned goal set forth by the Paris Agreement, make it increasingly 
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important for energy companies to align their focus with these goals to create value. 

This shift in focus has also led to a change in investors' perceptions, with more and 

more investors adopting sustainable responsible investing (SRI) strategies. 

 

Climate Action 100+ is an investor-led initiative aimed at reducing emissions from 

the world's largest greenhouse gas emitters, further illustrating this trend. The 

initiative has more than 700 investors and 166 companies responsible for over $68 

trillion in assets committed to improving climate change governance, emissions 

reduction, and financial disclosure related to climate change. These initiatives could 

help accelerate the transition towards green energy within the industry (Climate 

Action 100+, 2023). In addition, the Government Pension Fund of Norway, 

managed by NBIM gets restrictions from the Ethics Council and the Norwegian 

Ministry of Finance regarding investments. Overall, the expert group recommends 

that Norges Bank’s SRI strategy aims to reach a long-term goal of net zero 

emissions from their investments (Olsen & Tangen, 2021). 

 

Our research contributes to the understanding of the relationship between 

emissions, financial performance, and whether there are differences among the 

countries within the global energy industry. The results of our study will be of 

interest to practitioners such as investors and managers of listed energy companies, 

due to the understanding of the economic implications of environmental 

sustainability within the energy industry. This research can provide insights into the 

costs and benefits associated with emissions reduction efforts and shed light on the 

financial motivations and incentives for energy companies to adopt 

environmentally friendly practices, or not. Our findings could support investors in 

making informed investment decisions and give guidance to managers on the 

energy industry on how to balance their environmental responsibilities with their 

financial objectives. Furthermore, our research can contribute to the development 

of policy recommendations and regulatory frameworks aimed at incentivizing 

emissions reduction in the energy sector.   
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2. Theory and Literature Review 

2.1 Literature Review 

2.1.1 Previous research: Emissions and financial performance 

This literature review summarizes several studies on the relationship between 

environmental performance and financial performance of companies. Early studies 

by Nutt & Fogler (1975), Rockness et al. (1986), and Spicer (1978) find no 

significant correlation between environmental and financial performance. Their 

studies are criticized due to low sample size and infrequent observations. However, 

later studies find a positive link between the reduction in emissions and financial 

performance. For example, Hart & Ahuja (1996) find a positive link between 

emission reduction and financial performance for a sample of 127 companies the 

rom S&P 500, while Russo & Fouts (1997) find that the effect of environmental 

performance on financial profitability depends on industry context and industry 

growth. Ernhart & Lizal (2007) examines Czech companies during the transition 

period to the EU and found that higher environmental performance has positive 

effects on financial performance by strongly reducing costs and a weak reduction 

of revenues. 

 

Busch (2011) distinguished between outcome-based and process-based corporate 

environmental performance and found that outcome-based measurements of 

emissions had a significant effect on financial performance, but only for Tobins q, 

implying that good environmental performance can generate a market premium. On 

the other hand, the effect was the opposite for the process-based measure, carbon 

management was negatively related to Tobins q. Nishitani et al. (2011) found that 

a reduction in emissions leads to increased economic performance through an 

increase in demand and productivity, but the increase in productivity was 

conditional on the implementation approach of the firm. Cantore et al. (2016) found 

that energy efficiency tends to have a positive effect on firms' profitability for a 

sample of 29 developing countries. 

 

Matsumura et al. (2014) find that higher emissions hurt financial performance of 

companies that disclose emissions for companies in the S&P500 between 2006 and 

2008. Lee et al. (2015) find that carbon emissions decrease firm value, while 

EcoR&D have a positive impact on firm value, but with varying significance 
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through the years. The market penalizes negative environmental performance more 

than it rewards positive performance. 

 

Capece (2017) explore the effect of environmental management on firm 

performance for a sample of 237 Italian firms and find a positive connection, even 

for small and medium-sized companies. Lewandowski (2017) find that improving 

carbon performance further leads to better financial performance for companies 

with superior carbon performance, while Cucchiella (2017) find that EMS adoption 

could lead to profits through an increase in demand and productivity, but with a 

delay from the start of initiatives to the realization of economic performance. These 

studies suggest that the relationship between environmental and financial 

performance is complex and context-dependent, and that good environmental 

performance can generate a market premium in some cases. 

 

Our research contributes to the literature by including the variables of country and 

sector in further exploring the relationship between emissions and financial 

performance. We examine the relationships between the variables and explore what 

causes them. 

 

2.1.2 Previous research: GDP per Capita and renewable energy usage 

Simionescu et al. (2019) conduct a study on the relationship between GDP per 

capita and the share of renewable energy sources (RES) in electricity generation in 

European Union (EU) countries. They find a positive, but minimal impact of GDP 

per capita on the share of RES in electricity, with Luxembourg being an outlier. 

However, no causality is established between the two variables. The study suggests 

the need for further research to obtain more reliable results and develop specific 

policy recommendations. 

 

Sadorsky (2009) investigate the potential of emerging economies to increase their 

usage of renewable energy due to economic growth and energy demand. The study 

find that higher real per capita income has a positive and significant impact on per 

capita renewable energy consumption in emerging economies. It also reveals that 

renewable energy consumption is more responsive to price changes than electricity 

demand. Sadorsky (2009) emphasize the importance of these findings for designing 

effective energy policies in emerging economies. 
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Armeanu et al. (2017) examine the relationship between renewable energy and 

sustainable economic growth in the EU. They find that renewable energy has a 

positive influence on GDP per capita, with biomass energy having the highest 

impact. The study confirms an unidirectional causal relationship where sustainable 

economic growth leads to increased production of renewable energies. Armeanu et 

al. (2017) recommend intensifying cooperation mechanisms among EU countries 

to achieve renewable energy targets and enhance energy infrastructure. 

 

Ntanos et al. (2018) investigate the relationship between renewable energy 

consumption and economic growth in 25 European countries. The study reveals a 

correlation between GDP per capita and renewable energy consumption in the long 

run. Countries with higher GDP showed a stronger correlation. The authors 

identified clusters of countries based on their GDP and renewable energy 

consumption levels, emphasizing the need for increased efforts to promote 

renewable energy adoption. They propose creating an investment-friendly 

environment, providing financial incentives, and addressing barriers to further 

develop renewable energy sources. The study also suggests avenues for future 

research, including comparative analyses and the inclusion of carbon emissions 

reduction as a parameter. 

 

Our research contributes to earlier studies by examining the financial return and 

sector of energy companies. Earlier research finds that there is a difference in 

renewable energy consumption between high and low GDP per capita countries. 

We aim to examine why this is the case. 

 

2.2 Theory 

2.2.1 Resource Management 

In the energy sector, effective resource management plays a crucial role in ensuring 

the sustainable operation of energy companies. We highlight the significance of 

resource management and its impact on various aspects of energy companies' 

performance. 
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Efficient utilization of resources, including energy sources, materials, and human 

capital, has several benefits for energy companies. One key benefit is improved 

operational efficiency. By optimizing resource allocation and reducing waste, 

energy companies can enhance their overall productivity and operational 

effectiveness. For example, implementing energy-efficient technologies and 

practices can lead to reduced energy consumption and lower operating costs, 

ultimately improving the bottom line (Wang et al., 2022). 

 

Cost reduction is another important aspect of effective resource management. By 

carefully managing resources, energy companies can minimize expenses associated 

with procurement, transportation, and storage. For instance, implementing 

inventory management systems can help optimize stock levels and reduce excess 

inventory, resulting in cost savings. Efficient resource utilization can also reduce 

maintenance and repair costs, as well as mitigate the risks of equipment downtime 

or failures (Bowers & Ruediger, 2017). 

 

Enhanced environmental performance is a critical aspect of effective resource 

management in the energy sector. By minimizing resource consumption and 

implementing sustainable practices, energy companies can reduce their 

environmental footprint and contribute to climate change mitigation. For example, 

optimizing energy usage, promoting renewable energy adoption, and implementing 

emissions reduction strategies can help reduce greenhouse gas emissions and 

promote a cleaner and greener energy sector (Modi & Mishra, 2011). 

 

The positive impact of effective resource management on financial performance is 

supported by various studies and demonstrated in industry examples. As 3M did in 

their Pollution Prevention Pays program (3p’s) (United States Environmental 

Protection Agency, 2022). 

 

Several industry examples illustrate the benefits of effective resource management. 

For instance, a renewable energy company that invests in advanced monitoring 

systems and predictive maintenance can optimize the performance of wind turbines 

and maximize energy production. This not only improves operational efficiency but 

also enhances the company's financial performance by increasing revenue 

generation (Wang et al., 2022).  
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Another example is an oil and gas company that implements a comprehensive waste 

management program, including recycling and reuse initiatives. By minimizing 

waste generation and disposal costs, the company can achieve significant cost 

savings while demonstrating its commitment to environmental responsibility 

(Bowers & Ruediger, 2017). 

3. Hypothesis and Research Methodology 

3.1 Hypothesis  

Financial performance (ROE or ROA) and GHG emissions is negatively correlated. 

We expect Solar to be the least profitable sector. We expect higher financial return 

in low-income countries, compared to high-income countries. 

 

By better resource management, technology, and efficient processes, it is possible 

to increase financial performance and decrease GHG emissions. 

Energy companies in low-income countries can be more profitable than high-

income countries because of differences in regulation between the groups. High 

income countries invest more in renewable energy, which is less profitable. 

 

3.2 Research Methodology, Models and Reliability 

We utilize regression analysis to explore the interactions between the variables. 

Various model specifications are employed in our research, including Pooled OLS 

(POLS), Fixed Effects (FE), and First Differences (FD). We then test with 

reliability analysis, examination of multicollinearity and autocorrelation, and 

consideration of omitted variable and selection bias. These methodologies allow us 

to investigate and address different aspects of the data and model specification, 

ensuring a comprehensive and rigorous analysis1. We use a five-percentile level to 

determine significance. 

 

 
1 The regressions in this thesis are computed using the linearmodels Python project in a Jupyter 

Notebook (Sheppard, linearmodels 5.0, 2023). See Appendix for Jupyter Notebook. 

 



 

9 

 

3.2.1 Pooled OLS  

We use robust standard errors that allow heteroskedasticity and cluster correlation 

because OLS standard errors are otherwise incorrect (Wooldridge, 2012). OLS 

standard errors can be biased when residuals are correlated across observations, 

leading to over or underestimation of coefficient variability (Petersen, 2009). 

Therefore, we also fit FE and RE models to our data. The fitted POLS model is used 

as a benchmark for the other models. 

 

Equation 1: Pooled OLS Model 

𝑌𝑖𝑡 =  𝛽1 + 𝛽2𝐺𝐻𝐺𝑖𝑡 + 𝛽3𝑀𝐶𝐴𝑃𝑖𝑡 + 𝛽4𝐷𝐸𝑖𝑡 + 𝛽5𝑆𝑒𝑐𝑡𝑜𝑟𝑖𝑡 + 𝛽6𝐶𝑜𝑢𝑛𝑡𝑟𝑦𝑖𝑡 + 𝑢𝑖𝑡 

Where i = 1, 2, …, 80 and t = 2014, 2015, …, 2021 

 

3.2.2 Fixed Effects 

We utilize a Fixed Effects (FE) OLS regression model in our analysis. The FE 

regression is run in three variants. One controlling for time-invariant effects, one 

with entity-invariant effects, and one where we control for both dimensions. The 

models are used to reduce bias. 

 

We use fixed effects estimators to address selection bias in our analysis. Fixed 

effects models are commonly used in panel data analysis to control for time-

invariant confounding factors and estimate the effect of independent variables using 

within-unit variation (Mummlo & Peterson, 2018). Standard errors clustered by 

firm are unbiased and produce correct confidence intervals when a firm effect 

exists, regardless of its permanence (Petersen, 2009). When controlling for both 

time- and entity-dimensions, the FE model requires a sufficient number of clusters 

in each dimension to ensure unbiased results (Petersen, 2009). In the FE models 

with entity-fixed effects, all sector and country data are fully absorbed, we therefore 

specify the model without sector and country data.  

 

Equation 2: Fixed Effects Model 

𝑦𝑖𝑡 − 𝜃𝑖𝑦̅𝑖 = (1 − 𝜃𝑖)𝛼𝑖 + (𝑥𝑖𝑡 − 𝜃𝑖𝑥𝑖)𝐿𝑜𝑔𝐺𝐻𝐺 + (𝑥𝑖𝑡 − 𝜃𝑖𝑥𝑖)𝐿𝑜𝑔𝑀𝐶𝐴𝑃

+ (𝑥𝑖𝑡 − 𝜃𝑖𝑥𝑖)𝐷𝐸 + (𝑥𝑖𝑡 − 𝜃𝑖𝑥𝑖)𝑆𝑒𝑐𝑡𝑜𝑟 + (𝑥𝑖𝑡 − 𝜃𝑖𝑥𝑖)𝐶𝑜𝑢𝑛𝑡𝑟𝑦 

+ (𝜖𝑖𝑡 − 𝜃𝑖𝜖𝑖̅) 

Where i = 1, 2, …, 80 and t = 2014, 2015, …, 2021 
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3.2.3 First Differences 

The FD model is useful for eliminating time-constant unobserved effects. The 

model has a strict assumption that the regressors are exogenous, failure of the 

assumption subjects the model to serious biases. The model also struggles when 

measurement error is present, resulting in substantial bias. Including more time 

periods does not necessarily reduce the inconsistency of the estimator (Wooldridge, 

2012). 

 

Equation 3: First Differences Model 

∆𝑌𝑖𝑡 =  𝛽1∆𝐿𝑜𝑔𝐺𝐻𝐺𝑖𝑡 + 𝛽2∆𝐿𝑜𝑔𝑀𝐶𝐴𝑃𝑖𝑡 + 𝛽3∆𝐷𝐸𝑖𝑡 + 𝑢𝑖𝑡 

Where i = 1, 2, …, 80 and t = 2014, 2015, …, 2021 

 

3.2.4 Multicollinearity and Autocorrelation 

Multicollinearity, which refers to the degree of linear relationship among 

independent variables in a multiple regression model, is a crucial concern in our 

econometric model (Gujarti, 2009; Kennedy, 2008). When high correlations 

exceeding 0.8 exist among the independent variables, severe multicollinearity 

problems arise, undermining the statistical significance of individual variables 

(Gujarati, 2009). Failure to address multicollinearity can lead to biased coefficient 

estimates and misleading interpretations of variable importance (Gujarati, 2009; 

Kennedy, 2008). To detect and mitigate multicollinearity, we have employed a 

correlation matrice and considered variable selection techniques (Gujarati, 2009; 

Kennedy, 2008). 

 

Autocorrelation, also known as serial correlation, occurs when the error term in a 

time series exhibits correlation from one period to the next (Verbeek, 2017; 

Johnston & DiNardo, 1997). Autocorrelation can introduce significant issues in 

regression analysis, including biased coefficient estimates, underestimated standard 

errors, and spurious significance levels (Verbeek, 2017). To address 

autocorrelation, we have utilized various techniques such as the Wooldridge test, 

which corrects for autocorrelation and heteroskedasticity (Wooldridge, 2012; 

Johnston & DiNardo, 1997). By accounting for autocorrelation, we can ensure the 
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validity and reliability of regression results, particularly in time series analysis 

(Wooldridge, 2012; Johnston & DiNardo, 1997). 

 

3.2.5 Omitted Variable and Selection Bias 

Omitted Variable Bias is a critical concern in our regression analysis, occurring 

when essential control variables are not included in the model specification. The 

omission of relevant variables introduces bias into the results, potentially inflating 

the estimated effects of the included variables. This bias arises due to the failure to 

account for confounding factors that influence both the outcome variable and the 

included variables (Brooks, 2014; Wooldridge, 2012). The estimated coefficients 

may not accurately represent the true relationships between the variables of interest. 

 

In the context of our research, it is important to acknowledge the potential presence 

of omitted variable bias. By excluding variables, we risk distorting the estimated 

effects and drawing misleading conclusions. These omitted variables could hold 

significant explanatory power and, if not accounted for, may lead to overestimation 

or underestimation of the true relationships of interest (Brooks, 2014; Wooldridge, 

2012). In our research, we have chosen to exclude companies with a market cap 

less than $ 1bn, which we could have included as for instance a dummy variable. 

However, there were only three companies excluded of that reason and we believe 

the influence from excluding the companies is low. In addition, we have included 

sector, which may have changed during our sample period. A significant portion of 

the companies in our dataset have developed to operate within several sectors 

(Integrated Oil and Gas Companies) under the timeframe. We have chosen to 

investigate the sector from the newest data to research whether there are differences 

or not between the current sectors.  

 

Selection Bias is another issue that can arise in our regression analysis, particularly 

when the OLS estimator is affected by endogenous sample selection. This bias 

occurs when the entities included in the data sample are not representative of the 

entire population to which they belong. Such biased sampling can arise from non-

random selection processes or missing data that result in an incomplete 

representation of the population (Wooldridge, 2012). Ignoring selection bias can 

lead to misleading conclusions and biased estimates of the model parameters. 
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In our research, selection bias may be a concern due to data limitations. Despite 

initially collecting data from all listed energy companies worldwide, we 

encountered missing data for several companies in the initial sample, especially 

related to GHG emissions. These companies had to be excluded from the analysis, 

potentially resulting in a non-representative sample, and compromising the 

generalizability of our findings (Cameron & Trivedi, 2013; Stock & Watson, 2015). 

We acknowledge this limitation and recognize that the conclusions drawn from the 

final sample of the 80 included companies may not be applicable to the entire 

population of listed energy companies, but only for our sample of 80 companies.  

 

3.2.6 Survival Bias 

We acknowledge the potential presence of survival bias in our dataset, as all the 

companies included in our research have been operational and listed during the 

period of 2014-2021. This means that our sample represents a selected group of 

companies that have managed to sustain their operations and remain in the industry. 

We believe that this is a result of our data represents serious actors in the energy 

industry who have resources to report on GHG emissions earlier than less serious 

actors that suffers more of default risk. The companies in our dataset stand out from 

the rest of the industry by demonstrating a willingness to disclose their emissions 

data, showcasing a commitment to transparency and environmental responsibility. 

We recognize that the absence of companies that have defaulted or exited the 

industry introduces a survival bias to our analysis. By excluding companies that 

have faced financial difficulties or operational challenges leading to defaults or 

closures, our dataset may not capture the full range of experiences and outcomes 

within the industry. This limitation should be considered when interpreting our 

findings, as they may not be generalizable to all energy companies but rather reflect 

the performance and practices of those that have been able to sustain their 

operations and remain in the market. 

4. Data 

4.1 Data Description 

The data is sourced from Bloomberg. In our dataset, we have annual data from 2014 

to 2021 on 80 energy companies. The variables in the dataset are GHG Scope 1 and 

Scope 2 emissions, return on assets, return on equity, market capitalization, debt to 
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equity ratio, country and in which segment they operate in. The 80 companies in 

our dataset give us 5064 observations with our mentioned variables. 

 

4.2 Data Processing and Cleaning 

We fill in missing data with data from annual reports. 10 companies are removed 

because of insufficient data. We utilize winsorization to adjust for outliers in the 

data, defining observation below the 2 percentile and above the 98 percentiles as 

outliers.  

 

4.3 Variable Description 

In this section, we discuss the variables selected for our analysis. We initially 

describe the dependent variables, which are the financial performance indicators. 

Then, we provide a description of the independent variable, GHG emissions. 

Further, we examine the firm characteristics that we aim to incorporate and point to 

notable observations in the Sector and Country variables. 

 

4.3.1 Financial Performance 

The variables used to measure financial performance in the analysis are ROA and 

ROE. These are the dependent variables in the regressions.  

Equation 4: Return on Equity 

𝑅𝑂𝐸 =
𝑁𝑒𝑡 𝐼𝑛𝑐𝑜𝑚𝑒

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑆ℎ𝑎𝑟𝑒ℎ𝑜𝑙𝑑𝑒𝑟 𝐸𝑞𝑢𝑖𝑡𝑦
 

Equation 5: Return on Assets 

𝑅𝑂𝐴 =
𝑁𝑒𝑡 𝐼𝑛𝑐𝑜𝑚𝑒 𝐵𝑒𝑓𝑜𝑟𝑒 𝑃𝑟𝑒𝑓𝑒𝑟𝑟𝑒𝑑 𝐷𝑖𝑣𝑖𝑑𝑒𝑛𝑑𝑠+((𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝐸𝑥𝑝𝑒𝑛𝑠𝑒 𝑜𝑛 𝐷𝑒𝑏𝑡−𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑐𝑎𝑝𝑖𝑡𝑎𝑙𝑖𝑧𝑒𝑑)∗(1−𝑇𝑎𝑥 𝑅𝑎𝑡𝑒)))

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠
  

 

4.3.2 Environmental Performance 

Scope 1 emissions are the direct greenhouse gas (GHG) emissions that result from 

sources under the control or ownership of an organization. Examples include 

emissions from fuel combustion in boilers, furnaces, and vehicles. Scope 2 

emissions are the indirect GHG emissions associated with an organization's energy 

consumption. These emissions occur at the facility where the energy is generated, 

but they are accounted for in the organization's GHG inventory because they stem 

from the organization's energy use. Scope 2 emissions are linked to the purchase of 

electricity, steam, heat, or cooling (United States Environmental Protection 
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Agency, 2023). We use the natural logarithm of GHG, since the GHG variable is 

strongly skewed to the right (Keene, 1995). We define LogGHG as in Equation 6 

below. 

 

Equation 6: LogGHG 

𝐿𝑜𝑔𝐺𝐻𝐺 = 𝑙𝑛(𝑆𝑐𝑜𝑝𝑒 1 + 𝑆𝑐𝑜𝑝𝑒 2) 

4.3.3 Firm Characteristics 

We use DE as a measure of risk. According to the capital asset pricing model 

(CAPM), higher risk is accompanied by higher return. DE represents the extent to 

which a company relies on debt financing. It can amplify returns on investment but 

also introduces financial risk. The preferred level of leverage varies based on 

industry, growth prospects, and risk tolerance. It affects a company's cost of capital, 

credit rating, and access to financing. Effective management of leverage involves 

assessing cash flow capabilities, considering interest rate fluctuations, and 

maintaining a sustainable capital structure. Striking the right balance is essential for 

long-term financial stability. 

 

We use MCAP as a measure of firm size. Firm size is a risk factor identified by 

Fama & French (1993). When analyzing the relationship between financial 

performance and emissions, economies of scale can play a significant role. Larger 

companies may have higher total emissions, but they may also have a more efficient 

emission profile due to cost advantages from increased production or market power. 

This means that larger companies could have lower emissions per unit compared to 

smaller companies. To adjust some for economies of scale in our regression 

analysis, we exclude three companies in our dataset with a market capitalization of 

less than 1 billion. We use the natural logarithm of MCAP, since the MCAP variable 

is strongly skewed to the right (Keene, 1995). 

Equation 7: LogMCAP 

𝐿𝑜𝑔𝑀𝐶𝐴𝑃 = 𝑙𝑛(𝑀𝐶𝐴𝑃) 

4.3.4 Sector 

The firms are divided into six sectors. The number of companies in each sector is 

shown in Figure 1 below. 
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Figure 1: Number of Companies from Each Sector 

4.3.5 Country 

We examine companies from 25 countries. The countries are unevenly distributed. 

The majority of the companies in our dataset, over 50 percent, are concentrated in 

the top four countries. The biggest countries are western countries, Canada, the 

United States, and the United Kingdom. Including this variable in the analysis 

controls for country-specific effects, such as regulatory frameworks, political 

stability, access to capital markets, and cultural aspects.  

 

Figure 2: Number of Companies from Each Country 

Due to the small sample size within each country, we divide the countries into high 

and low GDP per capita. The dataset contains four firms from Brazil, three from 
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the Netherlands, and one single firm from Oman. Based on the available data, we 

believe that insufficient evidence exists to draw meaningful inferences regarding 

the country variable. More data on each specific country is needed. We divide the 

countries into high and low GDP per capita to better examine the effect of the 

economic development of countries on financial return of the companies. We divide 

the 24 countries into two equally sized groups. This results in 56 companies in the 

high group and 24 companies in the low group. The list of countries and which 

group they are placed in is available in the Appendix. 

 

4.4 Descriptive Statistics 

4.4.1 Time Dependent Central Tendencies 

All graphs contain a linear regression to show trend and the overall mean value for 

all years as a reference. 

 

4.4.1.1 Financial Performance 

 

Figure 3: Mean Value of ROE 
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Figure 4: Mean Value of ROA 

Both measures of financial performance show great volatility from 2014 to 2021. 

The variances in crude oil prices are highly correlated with ROE and ROA. We can 

see that the energy companies were highly affected by first the oil collapse and then 

the Covid-19 pandemic and lockdown. 

 

Figure 5: Crude Oil Futures Prices. Data from investing.com 
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4.4.1.2 Environmental Performance 

 

Figure 6: Mean Value of GHG 

The mean values of GHG emissions from 2014 to 2021 show a general upward 

trend with some fluctuations. There was a slight increase in 2015, followed by a 

decrease in 2016. Emissions then rose in 2017 and remained stable in 2018. A 

significant increase occurred in 2019, followed by a slight decrease in 2020. The 

highest value was recorded in 2021. From the lowest point in 2016 to the highest 

point in 2021, the mean value of GHG emissions rose by 35%. 

4.4.1.3 Firm Characteristics 

 

Figure 7: Mean Value of LogMCAP 
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Figure 8: Mean Value of DE 

The mean values of MCAP from 2014 to 2021 exhibit a fluctuating pattern with 

some notable increases and decreases. In 2015, there was a significant surge in 

MCAP, followed by a decrease in 2016. The values then showed a gradual increase 

from 2017 to 2020, with a step up in 2021. 

 

The mean value of DE moves in a pattern opposite of financial performance and 

LogMCAP. The amount of leverage coincides with the crude oil price and the 

financial performance. When the value of equity shrinks, DE increases as equity is 

in the denominator of the DE equation. 

 

4.3.2 Descriptive Statistics 

Table 1: Descriptive Statistics 

Variable Count Mean Std Min 25% 50% 75% Max 

ROE 633 0.2 24.6 -98.0 -5.2 6.4 13.0 40.8 

ROA 633 0.1 9.5 -35.8 -2.5 2.5 5.4 15.2 

DE 633 77.7 65.2 3.4 32.3 61.3 102.0 327.0 

LogMCAP 633 23.9 2.8 18.9 21.9 23.5 25.6 30.2 

LogGHG 633 14.8 2.2 10.0 13.3 15.4 16.4 18.2 
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Table 2: Skew and Kurtosis before Processing 

Before ROE ROA DE MCAP GHG LogMCAP LogGHG 

Skew 7.5 -1.9 23.8 9.2 3.0 0.5 -0.8 

Kurtosis 116.8 9.0 589.5 91.0 10.2 0.0 0.8 

 

Table 3: Skew and Kurtosis after Processing 

After ROE ROA DE MCAP GHG LogMCAP LogGHG 

Skew 2.0 -1.8 1.7 4.3 2.3 0.5 -0.5 

Kurtosis 5.6 4.1 3.5 18.4 -1.0 -0.4 -0.5 

 

 

4.4.3 Correlations 

 

Figure 9: Correlation Matrix 

There is a positive correlation between LogGHG and ROE. Similarly, there is a 

positive correlation between LogGHG and ROA. This positive relationship 

suggests that companies with higher GHG emissions tend to have higher ROE or 

ROA. This is in line with our hypothesis. 

 

There is a positive correlation between LogMCAP and LogGHG emissions. This 

suggests that companies with larger market capitalization tend to have higher GHG 
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emissions, which is expected. The correlation between LogGHG and DE is close to 

zero. 

 

There is a negative correlation of -0.38 between DE and ROE. This indicates a 

moderate negative relationship, suggesting that companies with higher leverage 

tend to have lower returns on equity. This is in line with Pedersen & Frazzini 

(2014). There is also a negative correlation of -0.27 between leverage and ROA. 

The correlation coefficient between LogMCAP and ROE is positive. Likewise, is 

the correlation between LogMCAP and ROA. This indicates a returns-to-scale 

effect. 

 

The correlation coefficient between DE and LogMCAP is negative at -0.21.  

 

4.4.4 Sector 

 

Figure 10: ROE by Sector 

 

The 2014 oil crisis, characterized by a significant decline in oil prices, had a 

profound effect on the profitability of oil-related sectors. Oil and Gas Exploration 

and Production as well as Oil and Gas Equipment and Services sectors likely faced 

challenges due to lower oil prices, and cost pressures. The sectors Oil & Gas 

Refining & Marketing, Integrated Oil & Gas and Oil & Gas Storage & 

Transportation made on average positive returns on equity in the period. They also 

made positive returns on assets. Integrated oil and gas companies, which have 
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operations spanning upstream and downstream, may have benefited from 

diversification and the ability to optimize their operations across the value chain. 

Solar was the worst performing sector. High capital expenditure and low profit 

margins results in a low financial rate of return in photovoltaics manufacturing 

(Powell et al. 2015). Charts for the variables not shown here are in the Appendix.  

 

4.4.5 Country and GDP per Capita 

 

Figure 11: ROE by Country 

We find it interesting that the countries that perform best over the period are India, 

Ireland, Colombia, Brazil, Thailand, Hungary, Netherlands and Russia. Countries 

that perform poorly are western countries, US, UK, France, Italy and Norway. We 

suspect a part of this can be explained by the unbalanced panel data. The 

explanation that Western countries prioritize investment in renewable energy while 

lower GDP per capita countries focus on oil and gas production is compelling. This 

is supported by research on renewable energy consumption and GDP per capita 

(Simionescu et al. (2019), Sadorsky (2009),Armenanu et al. (2017) and Ntanos et 

al. (2018)).  
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Figure 12: ROA by high and low GDP per Capita 

Examining the average ROA of high and low GDPC countries, we find a notable 

difference. The average ROA for high income countries is -1.43, compared to 3.92 

for countries with low income. We find similar results for ROE. LogGHG is 1.77 

times higher for low-income countries. LogMCAP is 11 times higher for low-

income countries. There are no notable differences in DE between high and low 

GDPC countries. Figures for the variables not shown here are available in the 

Appendix. 

 

4.5 Sources of error 

4.5.1 Noise in the correlation between ROE/ROA and GHG 

Firms can vary a lot in GHG emissions without variations in profitability. An 

example is Genel Energy’s abandonment of exploration wells in Africa and the 

exploration well at Miran in the Kurdistan Region of Iraq in 2015. The 

abandonment resulted in GHG emissions in 2015 of 1605tCO2, compared to 

36284tCO2 in 2014 (Genel Energy, 2015). Abandoning projects that have sizable 

emissions and no monetary return results in lower reported GHG emissions. ROE 

on the other hand can stay unchanged. ROA can in this scenario grow, as 

unproductive assets are sold. This creates noise. 
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4.5.2 Error in Variables 

The presence of measurement errors in the variables undermines the validity of 

statistical inferences drawn from the regression analysis. If the errors are non-

random or systematic, they bias the coefficient estimates and lead to incorrect 

conclusions about the relationships between variables. Here we mention what 

measurement errors might be present in our analysis. 

 

4.5.2.1 ROE 

Different companies may adopt different accounting methods, leading to 

inconsistencies in reported earnings, equity calculations and thereby ROE. 

Comparisons across companies or countries can be misleading if accounting 

practices vary significantly. We include a country variable in the regressions, but 

since the panel data is unbalanced, it might not capture the systematic differences. 

 

4.5.2.2 ROA 

The accurate valuation of assets can be challenging, especially for complex or 

intangible assets. Inaccurate asset valuation can distort the calculation of ROA and 

affect comparisons between companies. Different depreciation methods can lead to 

variations in asset values over time, impacting the ROA calculation. Inconsistent or 

inaccurate depreciation estimates can introduce measurement errors when 

analyzing profitability and asset utilization. Comparisons across companies or 

countries can be misleading if asset calculations vary significantly and be a source 

of measurement error. 

 

4.5.2.3 GHG 

Gathering comprehensive data on emissions sources within a company's operations 

can be complex. Incomplete or inaccurate data collection can lead to 

underestimations or overestimations of GHG emissions, compromising the 

accuracy of environmental impact assessments. Converting activity data (e.g., 

energy consumption) into GHG emissions requires accurate conversion factors. 

Inappropriate or outdated conversion factors can introduce measurement errors 

when estimating emissions. The GHG emissions is a best estimate and may lead to 

some error when comparing companies and countries. 
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4.5.2.4 DE 

Complex financial instruments, such as hybrid securities or derivative contracts, 

can have complex features that make their measurement and classification 

challenging. Determining the appropriate debt or equity treatment for these 

instruments may involve subjective judgments, increasing the risk of measurement 

errors. The possibility of off-balance sheet debt and financing introduces 

uncertainty in the real debt level of the firms.  

 

4.5.2.5 MCAP 

Market cap is influenced by stock prices, which can fluctuate significantly due to 

market conditions and investor sentiment. It is common knowledge that market 

prices sometimes emotes irrational exuberance and other times crashes far below 

the value of the firm’s assets. The analysis can be impacted if the effect of the stock 

market does not uniformly affect all firms or if it is not adequately captured by the 

country or sector variable. 

 

4.5.2.6 Country 

With only a few companies in certain countries, the dummy variable may not 

capture the full range of country-specific characteristics or variations in the business 

environment. As a result, the effectiveness of the dummy variable in distinguishing 

between countries may be limited. The limited sample size for some countries may 

lead to less precise coefficient estimates and wider confidence intervals, making it 

more challenging to detect significant effects or draw robust conclusions. If the 

companies within a country are not representative of the broader business landscape 

or if certain countries are over- or under-represented, it may introduce biases in the 

analysis and compromise the generalizability of the findings. With limited data for 

some countries, the estimated coefficients may be influenced by a small number of 

observations and may not provide a comprehensive understanding of the true effects 

of those countries on the dependent variable. 

 

4.5.2.7 Instrumental Variable 

Instrumental variables (IV) are used in regression analysis to address endogeneity, 

which occurs when the independent variable of interest may be correlated with the 

error term, which can lead to biased and inconsistent estimates. We tried fitting 
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several IV’s but found no valid results. We tried using EU Emission Trading System 

(EU ETS) credits, new electric vehicle sales, created a proxy for emissions taxes 

globally and by country. None of the applied methods were significant, and thereby 

discarded. 

 

4.5.2.8 Oil Crises 2014 

The oil crises of 2014 had a significant impact on energy companies and their 

investments in the following years. These crises were triggered by a combination 

of factors, including oversupply in the global oil market, geopolitical tensions, and 

slowing economic growth in key oil-consuming countries. The sharp decline in oil 

prices during the period led to financial strain and uncertainty in the energy 

industry. Energy companies, especially those heavily reliant on oil revenues, faced 

challenges in maintaining profitability and sustaining their investment activities 

(Stocker, Baffes, Vorisek, & Wheeler, 2018). The plummeting oil prices resulted in 

reduced cash flows and profitability for energy companies related to both their 

equity and assets, since assets are reliant on the oil prices. Particularly those 

engaged in exploration and production activities were affected. This financial strain 

forced energy companies to reassess their investment plans and make difficult 

decisions regarding capital expenditure (Stocker, Baffes, Vorisek, & Wheeler, 

2018). 

 

The oil crises in 2014 and the subsequent years can introduce potential errors in our 

regression analyses due to the impact on the dataset. When the dataset is heavily 

influenced by a specific event or period, such as the oil crises, it can lead to biases 

and distortions in the regression results. An example of an issue is the presence of 

outlier observations. The extreme fluctuations in oil prices during the timeframe 

can create outliers in the data, which may disproportionately affect the estimated 

relationships in the regression analysis. These outliers can distort the coefficients 

and statistical significance of the variables under investigation, potentially leading 

to inaccurate conclusions. 
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5. Results 

5.1 Tests 

5.1.1 Durbin-Watson – Autocorrelation 

The Durbin-Watson-Test will have an output between 0 – 4. The mean, 2, would 

indicate that there is no autocorrelation identified, 0 – 2 means positive 

autocorrelation (the nearer to zero the higher the correlation), and 2 – 4 means 

negative autocorrelation (the nearer to four the higher the correlation). If there is 

autocorrelation a FE-model will be more suitable. There is no significant 

autocorrelation present in the residuals of the models. Results in Table 4 below. 

Table 4: Durbin-Watson Test Results 

Durbin-Watson Results ROE ROA 

Country 2 1.76 

GDPC 1.89 1.73 
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5.2 Regression Results 

 

Figure 13: Regression Results, ROE 
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Figure 14: Regression Results, ROA 
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Figure 15: Regression Results, ROE & GDPC 

 

Figure 16: Regression Results, ROE and GDPC 
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Figure 17: First Differences Regression Results, ROE and ROA 

We perform 14 regressions, seven for each dependent variable. The independent 

variables are GHG, DE, MCAP, Sector and Country or GDPC. Here we present the 

results and statistical significance of each variable. We then discuss the explanatory 

power of the regressions. As mentioned in the methodology section, we utilize a 

five-percentile level of significance. The FE models mentioned in connection with 

Sector or GDPC control for time-invariant effects. 

 

5.2.1 Environmental performance 

The variable LogGHG does not exhibit statistical significance in any of the 

regressions at the predetermined significance level of 5 percent. Nonetheless, it is 

noteworthy that LogGHG demonstrates statistical significance at a 10 percent level 

specifically in the POLS regression when assessing its impact on ROA. In this case, 

the coefficient for LogGHG is observed to be negative at -0.5495. 

 

5.2.2 Firm Characteristics 

The variable LogMCAP consistently demonstrates statistical significance across all 

regressions, with one exception. In the regression including ROE and GDPC, 

LogMCAP is significant at 5.21 percent. The beta coefficients associated with 

LogMCAP are positive for both ROA and ROE. Notably, the beta values for 

LogMCAP in the FE models that incorporate entity effects, ranging from 6 to 13, 

are larger compared to the POLS models, ranging from 2.5 to 5.2. Furthermore, the 
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beta value of LogMCAP is also greater for ROE compared to ROA. The influence 

of LogMCAP on financial return is significantly lower in the regressions including 

GDPC. Here, the coefficients for regressions on ROE are 1.0259 (POLS) and 

0.8674 (FE). Similarly for ROA, 0.6474 (POLS) and 0.5734 (FE). 

 

DE is negatively correlated with both ROE and ROA in all regressions, with 

statistical significance. However, the effect is small. For ROE, the beta value of DE 

is between -0.046 and -0.2. Similarly, for ROA the beta value for DE lies between 

-0.027 and -0.046. The effect of DE in the regressions including GDPC as 

independent variable is also mildly negative, close to zero, and significant. 

 

5.2.3 Sector 

The sector of Oil & Gas Refining & Marketing exhibits statistically significant 

results across all regressions, demonstrating a positive correlation with both ROE 

and ROA. Conversely, the Solar sector does not show statistical significance in any 

of the regressions. The significance of the remaining sectors varies.  

 

In terms of ROE, both the POLS and the FE regression models exhibit comparable 

results concerning statistical significance and beta coefficients for the sector 

variable. They find Oil & Gas Refining & Marketing significant, with coefficients 

of 18.985 (POLS) and 17.697 (FE). Oil & Gas Storage and Transportation is also 

found to be significant, with coefficients 10.637 (POLS) and 10.056 (FE). The 

remaining variables are not found statistically significant. 

 

For ROA, Oil & Gas Equipment & Services is found statistically significant in both 

the POLS and the FE models. The coefficients are 4.3459 (POLS) and 3.6564 (FE). 

Oil & Gas Exploration and Production is statistically significant in the POLS 

regression with a beta coefficient of 3.2044, but not the FE regression. Finally, Oil 

& Gas Refining & Marketing is statistically significant for both POLS and FE 

models, with beta coefficients 7.5431 (POLS) and 6.9423 (FE). 

 

5.2.4 Country and GDP per Capita 

In terms of countries, the POLS model and the FE model agree on the effects on 

ROE, with one exception. The models find positive effects from Brazil (15.99 

POLS, 15.803 FE), Netherlands (26.531 POLS, 24.735 FE), and Oman (30.874 
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POLS, 27.164 FE). They find negative effects from Japan (-21.685 POLS, -16.979 

FE), South Korea (-39.862 POLS, -33.991 FE), and Taiwan (-19.62 POLS, -17.419 

FE). Only the POLS model finds Thailand (-11.593) statistically significant. 

 

The models with ROA as the dependent variable agree on Japan (-11.998 POLS, -

9.835FE), Oman (11.531 POLS, 9.7951 FE), South Korea (-22.884 POLS, -20.203 

FE), and Taiwan (-8.8507 POLS, -7.8672 FE). POLS and FE models also find 

Thailand (-7.5836 POLS, -6.5226 FE) significant. Here, Oman is the only country 

with positive beta coefficient. Colombia (-12.331 POLS, -10.165 FE), Hungary (-

8.8184 POLS, -7.4421 FE), India (-9.9254 POLS, -8.3582 FE), and the United 

States (-3.7391 POLS, -3.7233 FE) are statistically significant, and all with negative 

beta coefficients. 

 

GDPC is significant in all regressions where the variable is included. For ROE, the 

beta coefficient if 8.1739 (POLS) and 8.1594 (FE). The beta coefficients for the 

models with ROA as the dependent variable are lower, at 3.3811 (POLS) and 

3.3671 (FE). 

 

5.2.5 R-Squared and F-statistic 

R-squared is between 0.17 and 0.4. This suggests that the independent variables in 

the regressions can explain between 17% and 40% of the variance in the dependent 

variable. The resulting F-statistics lie between 8.4 and 77.5. The pooled effect of 

the independent variables on ROE and ROA is significantly different from zero in 

all models. 

6. Discussion 

In our research we find no causal relationship between financial returns and 

greenhouse gas (GHG) emissions. This coincides with the studies by Fogler & Nutt 

(1975), Rockness et al. (1986), and Spicer (1978). Depending on the model 

specification, we find market capitalization and high or low GDP per capita to be 

better indicators of financial return.  

 

Our results indicate that it is possible to reduce carbon emissions without impacting 

financial return. Following the theory of Ernhart & Lizal (2007), our results can be 

explained by the cost of reducing emissions offsetting the positive effects of 
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reducing costs. This results in zero net change in financial return. This resonates 

with the notion that environmental stewardship and financial success are not 

mutually exclusive. However, investing in any project occupies time and resources. 

This leads profit-seeking firms to invest in other positive net present value projects. 

 

We find market capitalization to be an important factor in determining financial 

return. This has multiple explanations. Larger companies often possess greater 

resources, knowledge, and experience compared to smaller counterparts. This 

enables them to implement efficient strategies, leverage economies of scale, and 

access a wider range of markets and opportunities. These advantages can lead to 

improved profitability and, consequently, a higher ROE. Larger companies tend to 

have more robust research and development capabilities, allowing them to invest in 

innovation and stay ahead of the competition. Innovations can lead to the 

development of new products or services, enhanced operational efficiencies, or 

disruptive business models. The size of a company provides it with bargaining 

power and influence over its suppliers and customers. Larger companies can 

negotiate favorable terms, bulk discounts, or exclusive agreements, resulting in 

lower input costs and increased revenues. Larger companies may benefit from 

economies of scale, which arise from spreading fixed costs over a larger production 

or customer base. As a result, their average costs per unit decrease, leading to higher 

profit margins. These are all possible explanations, but the results can also be 

interpreted as an instance of omitted variable bias. When including high or low 

GDP per capita in the model, market capitalization loses its explanatory power, the 

beta coefficient drops substantially. The market capitalization of firms in low GDP 

per capita countries is 11 times bigger than in high GDP per capita countries. This 

leads the market capitalization variable to incorrectly capture information in the 

financial return variable that is attributable to high or low GDP per capita. 

 

We find GDP per capita to be a significant indicator of financial return. Our results 

show that companies from low GDP per capita countries have higher ROE and 

ROA. On average, ROA in the group of high GDP per capita countries is -1.43, 

compared to 3.92 for the low group. We find companies from low GDP per capita 

countries emit 1.77 times more greenhouse gases. In this instance, GDP per capita 

connects both financial return and greenhouse gas emissions. This indicates a 

difference in firm investment and behavior between the groups. We know that high 
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GDP per capita companies invest more in renewable energy sources, which today 

is not a profitable endeavor (Simionescu et al. (2019), Sadorsky (2009), Armenanu 

et al. (2017) and Ntanos et al. (2018) and Powell et al. (2015)). Our results show 

that the Solar sector contributes negatively to financial return, though the 

significance of this result suffers from a small sample size in the sector.  This points 

to the investment in renewable energy and projects with lower greenhouse gas 

emissions as the source of lower profitability in high GDP per capita countries.  

 

The increase in productivity is conditional on the implementation approach of the 

firm (Nishitani et al., 2011). Our findings indicate that firms can effectively lower 

emissions without compromising their financial returns, suggesting that firms 

operating in high GDP per capita countries are adopting inefficient investment 

strategies in renewable energy. This leads us to two ways of implementing emission 

reducing solutions. The first one is to invest for a gain in efficiency. The second 

way is any of the following: leverage in-house expertise from decades in the oil 

business to produce renewable energy, operate as venture capital, or build a fully 

integrated renewable energy business. Our research leads us to believe high income 

countries are following the second investment philosophy, leading to financial loss. 

We find three possible explanations.  

 

First, it is due to the regulatory environment. Regulatory frameworks and policies 

differ between high and low GDP per capita countries. Stricter regulation in high 

GDP per capita countries set boundaries for what investments they can make and 

demand more investment in renewable energy. This includes the adherence to 

emission trading schemes, guiding the investment decisions of the companies. The 

regulatory powers in lower GDP per capita countries have a lower budget and a 

population that strives for a higher standard of life. Different objective functions 

between the groups leads to serious ethical issues that must be discussed as part of 

the energy transition. Energy is life. Low-income countries want to produce as 

much energy as possible, to grow and prosper. Substituting the current energy 

sources with less efficient renewable energy is not aligned with this goal. This 

points to the widely different points of departure for high- and low-income countries 

on the road to sustainability. High GDP per capita countries can afford to make the 

high cost, necessary investments in renewable energy sources, and must work 

adamantly to help lower income countries through the transitions of energy sources 
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and quality of life. We currently see the growth of Malthusian environmentalism, 

the thought of demanding stagnant or declining prosperity to save the globe. We 

find it ethically challenging to deny groups of people a better standard of living. For 

example, the growing middle class in India will demand more energy when moving 

out of poverty. The share of the Indian middle class is set to grow from 31% in 2021 

to 63% by 2047 (People Research on India’s Consumer Economy, 2021). We face 

the challenge of a growing need for energy, combined with climate considerations. 

The prosperity of people must be a consideration and element in the plan to reach 

the climate goals. The balancing act between the future and current prosperity of 

the population became evident in the 2022-2023 energy crises. High income 

countries deviated from their climate goals; Germany turned to burning coal at the 

first sign of discomfort (Pladson, 2022). The crises led to a newfound global focus 

on energy security. The sudden shortage of energy trumped sustainability goals, 

exemplified by Pakistan’s retreat to coal (Peshimam, 2023).  

 

Second, it is possible that investments in emission reduction activities lead to 

superior financial performance with a delay (Cucchiella, 2017). Investing in 

renewable energy is costly but can provide future returns with advancements in 

technology, lowering costs. Securing technology and patents is a hedge against 

future regulations and changes. Therefore, even though the GHG emission variable 

did not show statistical significance in the regressions, it is worth considering the 

long-term benefits and potential future returns associated with emission reduction 

activities. Using energy as a unit of currency, energy return on energy investment 

(EROI) shows viability for renewable energies in the future. Today, the EROI of 

oil is approximately 30 and for wind and solar approximately 10. The EROI of oil 

liquids is expected to decrease to 6.7 in 2050 (Delannoy, Longaretti, Murphy, & 

Prados, 2021). This makes renewable energy worthwhile in terms of EROI in the 

future, making it sensible to invest in technology today. Our results show different 

willingness to accommodate the risk of future regulations and different beliefs 

about the future of energy between the groups.  

 

Third, Lee et al. (2015) point to market demand and investor preferences as an 

explanation. Differences in renewable energy investment in high- or low-income 

countries can be due to a difference in investor preference when investing in the 

groups. Foreign direct investors prefer large cap companies when investing in India 
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(Chhimwal, Bapat, & Sarthak, 2020). This shows that investors prefer security, they 

have lower risk tolerance when investing abroad. Risk is directly connected with 

information (Hicks, 2023). There is more corruption and less adherence to Rule of 

Law in lower GDP per capita countries (Bhagat & Michael, 2020), which mean 

investors have lower certainty of the correctness of the information they receive. 

Foreign investors have lower access to information leading them to prefer 

financially stable, large capitalization companies, when investing in lower income 

countries. Less sophisticated forms of greenwashing may be declining due to 

increased stakeholder vigilance (Bowen & Aragon-Correa, 2014). Firms in high-

income countries invest in projects that are visible to investors as a form of 

greenwashing. These projects are not good financially, but they are chosen because 

of their visibility. That means high-income firms invest in renewable energy instead 

to making investments in efficiency and better resource management. As the 

amount of sustainable and green funds grow, it is important to invest in visible 

projects to be considered for inclusion. 

 

The sharp decline in oil prices during the crises put significant financial strain on 

the energy companies, forcing them to adopt cost-cutting measures and prioritize 

financial resilience, over new growth, and investments. This transformation may 

have profound implications for our research as it influenced the financial 

performance and decision-making of oil companies during this period. Another 

concern is the potential endogeneity issue, as the decline in oil prices may be 

influenced by multiple factors such as supply and demand dynamics and 

macroeconomic conditions. The transformation from a profitable operation to 

survival mode affected the relationship between emissions and financial 

performance. Since companies focused on immediate financial survival, the 

investment in emission reduction initiatives may have been deprioritized, leading 

to potential variations in the relationship between emissions and financial 

performance during the period with low oil prices. Therefore, it is important to 

consider this transformation and its impact on our research.  
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7. Conclusion 

Sustainability is of ever-increasing importance to investors, understandably 

investors also want their investments to be financially profitable. We consider 80 

energy companies during the period 2014-2021 and find no significant relation 

between financial return (ROE and ROA) and the amount of Scope 1 and Scope 2 

emissions reported by the companies. This suggests it is possible to reduce carbon 

emissions without impacting financial performance. We divide between two 

methods of implementing emission reducing initiatives. The first is investing in 

increased productivity and efficiency. We explain the possibility to reduce 

greenhouse gas emission without affecting financial returns as zero NPV projects 

in resource management. The second approach includes all other types of 

initiatives. 

 

High- and low-income (GDP per capita) countries have considerable different 

prospects for successfully reaching the globally accepted climate goals. Low-

income countries have fewer financial resources and an additional challenge of a 

growing middle class. We find that companies from low-income countries have 

significantly better financial performance, higher greenhouse gas emissions and 

higher market capitalizations. The differences between the groups are explained by 

different objective functions in regulation, different willingness to carry risk and 

different beliefs about the future among the firms, and risk-aversion in foreign 

investors. The visibility of projects drives firms to invest in projects with negative 

profitability. 

 

We address the ethical issues policymakers face and the need to find a balance 

between climate goals and the current and future prosperity of populations. Policy 

should support lower-income countries in their energy transitions, foster sustainable 

development, and develop resilient energy systems to ensure both environmental 

sustainability and energy security. 
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8. Future Research 

Future research in the field can explore several avenues to expand and enhance the 

understanding of the relationship between emissions and financial performance in 

energy companies. It can delve deeper into examining the distribution of emissions 

and financial returns across different countries. By analyzing the variations in 

emissions intensity and financial performance metrics among countries, valuable 

insights can be gained regarding the effectiveness of different regulatory 

frameworks, policy incentives, and market conditions in shaping the emissions-

financial performance nexus. 

 

Including nuclear energy in the analysis can provide a more comprehensive 

perspective on the relationship between emissions and financial performance. 

Nuclear power is a significant source of low-carbon energy and understanding its 

impact on financial performance can contribute to the ongoing debate on the role 

of different energy sources in sustainable development. By incorporating nuclear 

energy data into the analysis, future research can explore its potential as a mitigating 

factor for emissions and its implications for financial returns in the energy sector. 

 

Expanding the dataset to include more companies from various sectors and 

countries is another avenue for future research. As reporting and transparency 

around emissions and financial performance continue to improve, access to a larger 

and more diverse dataset becomes possible, especially if combining Bloomberg and 

Thomson Reuters Eikon Data. By encompassing a broader range of companies and 

countries, future research can achieve a more robust and representative analysis, 

capturing the nuances of emissions and financial performance across different 

industries and geographical contexts. 

 

The recent energy crises that occurred between 2021 and 2023 had a significant 

impact on energy companies. These crises were characterized by a combination of 

factors such as supply chain disruptions, geopolitical tensions, and a surge in energy 

demand. The consequences of the crises were far-reaching, affecting various 

aspects of energy companies' operations, financial performance, and sustainability 

practices, and therefore it holds implications for future research. 

 



 

40 

 

The development of a significant instrument variable can address the endogeneity 

challenges faced in our research. By identifying a variable that is correlated with 

emissions but unrelated to financial performance, future research can discard the 

endogeneity bias, and establish a more robust causal relationship between emissions 

and financial outcomes. 
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Appendix 

Appendix 1: Companies, Country and Sector. 

 
Name Country GICS SubInd Name 

AMPOL LTD Australia Oil & Gas Refining & Marketing 

APA CORP United States Oil & Gas Exploration & Production 

ARC RESOURCES LTD Canada Oil & Gas Exploration & Production 

BAYTEX ENERGY CORP Canada Oil & Gas Exploration & Production 

BEACH ENERGY LTD Australia Oil & Gas Exploration & Production 

BHARAT PETROLEUM 
CORP LTD 

India Oil & Gas Refining & Marketing 

BP PLC United Kingdom Integrated Oil & Gas 

CANADIAN NATURAL 
RESOURCES 

Canada Oil & Gas Exploration & Production 

CAPRICORN ENERGY 
PLC 

United Kingdom Oil & Gas Exploration & Production 

CENOVUS ENERGY INC Canada Integrated Oil & Gas 

CGG SA France Oil & Gas Equipment & Services 

CNX RESOURCES CORP United States Oil & Gas Exploration & Production 

CONOCOPHILLIPS United States Oil & Gas Exploration & Production 

DCC PLC Ireland Oil & Gas Refining & Marketing 

DENBURY INC United States Oil & Gas Exploration & Production 

DEVON ENERGY CORP United States Oil & Gas Exploration & Production 

ECOPETROL SA Colombia Integrated Oil & Gas 

ENAUTA 
PARTICIPACOES SA 

Brazil Oil & Gas Exploration & Production 

ENBRIDGE INC Canada Oil & Gas Storage & 
Transportation 

ENERPLUS CORP Canada Oil & Gas Exploration & Production 

ENI SPA Italy Integrated Oil & Gas 

EQUINOR ASA Norway Integrated Oil & Gas 

ESKEN LTD United Kingdom Oil & Gas Equipment & Services 

EXXON MOBIL CORP United States Integrated Oil & Gas 

FIRST SOLAR INC United States Solar 

FORMOSA 
PETROCHEMICAL CORP 

Taiwan Oil & Gas Refining & Marketing 

GALP ENERGIA SGPS SA Portugal Integrated Oil & Gas 

GENEL ENERGY PLC United Kingdom Oil & Gas Exploration & Production 

HALLIBURTON CO United States Oil & Gas Equipment & Services 

HARBOUR ENERGY PLC United Kingdom Oil & Gas Exploration & Production 

HELLENIQ ENERGY 
HOLDINGS SA 

Greece Oil & Gas Refining & Marketing 

HESS CORP United States Oil & Gas Exploration & Production 

HINDUSTAN 
PETROLEUM CORP 

India Oil & Gas Refining & Marketing 

HUNTING PLC United Kingdom Oil & Gas Equipment & Services 

IMPERIAL OIL LTD Canada Integrated Oil & Gas 

INA INDUSTRIJA NAFTE 
DD 

Croatia Integrated Oil & Gas 

INDIAN OIL CORP LTD India Oil & Gas Refining & Marketing 

INPEX CORP Japan Oil & Gas Exploration & Production 

IRPC PCL Thailand Oil & Gas Refining & Marketing 

JAPAN PETROLEUM 
EXPLORATION 

Japan Oil & Gas Exploration & Production 
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JOHN WOOD GROUP 
PLC 

United Kingdom Oil & Gas Equipment & Services 

MARATHON OIL CORP United States Oil & Gas Exploration & Production 

MARATHON PETROLEUM 
CORP 

United States Oil & Gas Refining & Marketing 

MOL HUNGARIAN OIL 
AND GAS PL 

Hungary Integrated Oil & Gas 

MOTECH INDUSTRIES 
INC 

Taiwan Solar 

NOSTRUM OIL & GAS 
PLC 

Netherlands Oil & Gas Exploration & Production 

NOVATEK PJSC Russia Integrated Oil & Gas 

NUVISTA ENERGY LTD Canada Oil & Gas Exploration & Production 

OCCIDENTAL 
PETROLEUM CORP 

United States Integrated Oil & Gas 

OIL & NATURAL GAS 
CORP LTD 

India Integrated Oil & Gas 

OMV PETROM SA Romania Integrated Oil & Gas 

PETROBRAS - 
PETROLEO BRAS-PR 

Brazil Integrated Oil & Gas 

PETROFAC LTD United Kingdom Oil & Gas Equipment & Services 

PEYTO EXPLORATION & 
DEV CORP 

Canada Oil & Gas Exploration & Production 

PTT EXPLOR & PROD 
PUBLIC CO 

Thailand Oil & Gas Exploration & Production 

PTT PCL Thailand Integrated Oil & Gas 

REC SILICON ASA Norway Solar 

RELIANCE INDUSTRIES 
LTD 

India Oil & Gas Refining & Marketing 

RENAISSANCE 
SERVICES SAOG 

Oman Oil & Gas Equipment & Services 

REPSOL SA Spain Integrated Oil & Gas 

ROSNEFT OIL CO PJSC Russia Integrated Oil & Gas 

SAIPEM SPA Italy Oil & Gas Equipment & Services 

SANTOS LTD Australia Oil & Gas Exploration & Production 

SAO MARTINHO SA Brazil Oil & Gas Exploration & Production 

SBM OFFSHORE NV Netherlands Oil & Gas Equipment & Services 

SCHLUMBERGER LTD United States Oil & Gas Equipment & Services 

SEMBCORP MARINE LTD Singapore Oil & Gas Equipment & Services 

SHELL PLC United Kingdom Integrated Oil & Gas 

SK INNOVATION CO LTD South Korea Oil & Gas Refining & Marketing 

S-OIL CORP South Korea Oil & Gas Refining & Marketing 

SUNCOR ENERGY INC Canada Integrated Oil & Gas 

TC ENERGY CORP Canada Oil & Gas Storage & 
Transportation 

THAI OIL PCL Thailand Oil & Gas Refining & Marketing 

TOTALENERGIES SE France Integrated Oil & Gas 

TOURMALINE OIL CORP Canada Oil & Gas Exploration & Production 

TULLOW OIL PLC United Kingdom Oil & Gas Exploration & Production 

ULTRAPAR 
PARTICIPACOES SA 

Brazil Oil & Gas Storage & 
Transportation 

VERMILION ENERGY INC Canada Oil & Gas Exploration & Production 

VOPAK Netherlands Oil & Gas Storage & 
Transportation 

WOODSIDE ENERGY 
GROUP LTD 

Australia Oil & Gas Exploration & Production 
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Appendix 2: High – and Low GDPC Countries 

Country Division GDP per Capita 

Republic of Ireland High 77629.99 

Norway High 75419.63 

United States High 65280.68 

Singapore High 65233.28 

Netherlands High 52447.83 

Canada High 46940.6 

United Kingdom High 42300.27 

France High 40493.93 

Japan High 40259.11 

South Korea High 39238.74 

Italy High 33189.57 

Spain High 29613.67 

Portugal Low 23145.04 

Taiwan Low 20307.12 

Greece Low 19582.54 

Hungary Low 16475.74 

Croatia Low 14853.24 

Oman Low 14617.41 

Romania Low 12919.53 

Russia Low 11774.16 

Brazil Low 8655.265 

Thailand Low 7808.193 

Colombia Low 6432.388 

India Low 1910.836 
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Appendix 3: Data Before Processing 

 

Appendix 4: Data After Processing
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Appendix 5: GHG by Sector 

 

Appendix 6: DE by Sector 
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Appendix 7: ROA by Sector 

 

Appendix 8: MCAP by Sector 
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Appendix 9: ROE by GDPC 

 

Appendix 10: GHG by GDPC
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Appendix 11: MCAP by GDPC 

 

Appendix 12: DE by GDPC 
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Appendix 13: Average GHG & ROE by Sector 

 

Appendix 14: GHG by Country
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Appendix 15: MCAP by Country 

 

Appendix 16: DE by Country 

 

 

 

 

 



 

54 

 

 

 

 

Appendix 17: POLS Resression Results, ROA, LogGHG, LogMCAP, DE, Sector 

and Country 
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Appendix 18: POLS Resression Results, ROE, LogGHG, LogMCAP, DE, Sector 

and Country 
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Appendix 19: FE time-effects Regression Results, ROA, LogGHG, LogMCAP, 

DE, Sector and Country 
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Appendix 20: FE time-effects Regression Results, ROE, LogGHG, LogMCAP, 

DE, Sector and Country 
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Appendix 21: FE entity-effects Regression Results, ROA, LogGHG, LogMCAP 

and DE. 

  

Appendix 22: FE entity-effects Regression Results, ROE, LogGHG, LogMCAP 

and DE. 



 

59 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Appendix 23: FE time- and entity-effects Regression Results, ROA, LogGHG, 

LogMCAP and DE. 

 

 

Appendix 24: FE time- and entity-effects Regression Results, ROE, LogGHG, 

LogMCAP and DE. 
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Appendix 25: FD Regression Results, ROA, LogGHG, LogMCAP and DE. 
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Appendix 26: FD Regression Results, ROA, LogGHG, LogMCAP and DE. 

 

Appendix 27: POLS Regression Results, ROA, LogGHG, LogMCAP, DE, Sector 

and GDPC 
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Appendix 28: POLS Regression Results, ROE, LogGHG, LogMCAP, DE, Sector 

and GDPC 

 
 

Appendix 29: FE fixed-time Regression Results, ROA, LogGHG, LogMCAP, 

DE, Sector and GDPC 
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Appendix 30: FE fixed-time Regression Results, ROE, LogGHG, LogMCAP, DE, 

Sector and GDPC 

 

 

 


