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Abstract
Many theories in Public Administration and Public Management explicitly relate to
changes over time in the attitudes, values, perceptions, and/or motivations of
public-sector employees. Examining such theories using (repeated) cross-sectional
datasets may lead to biased inferences and an inability to expose credible causal
relationships. As developing individual-level panel datasets is costly and time-
consuming, this article presents a method to make better use of existing surveys
fielded repeatedly among the same respondent pool without individual identifiers.
Specifically, it sets out an approach to create a system of unique identifiers using
information about respondents’ background characteristics available within the
original data. The result is a panel dataset that allows tracking (a subset of) individ-
ual respondents across time. The article discusses issues of feasibility, credibility as
well as ethical considerations. The methodology has further practical value by
highlighting data characteristics that can help minimize identifiability of respon-
dents while creating public-release datasets.

Practitioner points
• Individual background characteristics offer possibilities to create individual-level
panel data from repeated survey waves fielded among the same respon-
dent pool.

• The resulting panel datasets allow improvements in the use and value of exist-
ing survey data for public sector management and practice.

• The presented methodology also offers a tool to help minimize identifiability of
respondents when creating Public Release datasets.

• Ethical concerns regarding anonymity, identifiability, and purpose limitation can
be handled with proper care and sensitivity by following well-designed
procedures.

INTRODUCTION

Cross-sectional surveys involve the collection of informa-
tion from a (possibly large) number of respondents at one
single point in time. Examples of such data collection
efforts in Public Administration scholarship include one-
off surveys on job satisfaction or work–life balance among
civil servants (Feeney & Stritch, 2019; Steijn & Van der
Voet, 2019), on Organizational Citizenship Behavior in the
public sector (de Geus et al., 2020; Vigoda-Gadot &
Beeri, 2011), or on red tape perceptions among public

employees (Hattke et al., 2018; Scott & Pandey, 2005).
Cross-sectional analysis of such datasets has been critical
to the development of many concepts and theories
in Public Administration and Public Management
(Stritch, 2017), and continues to be “a staple in [the] pub-
lic administration methodological toolkit” (Pandey, 2017,
p.135; see also Vigoda-Gadot & Vashdi, 2020). Stritch
(2017), for instance, highlights that only about 10% of all
1041 studies published in top public administration jour-
nals between 2011 and 2015 were longitudinal in nature.
Barely 10% of these longitudinal studies (i.e. 11 articles)
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had individuals as the unit of analysis. In similar vein, Ritz
et al. (2016) illustrate that empirical studies on Public Ser-
vice Motivation are mostly cross-sectional in nature
(81.3%), while very few employ longitudinal data (7.4%).

This dearth of longitudinal public administration
research at the individual level is at least in part due to
data constraints. Developing panel datasets is costly and
time-consuming. Furthermore, difficulties in repeatedly
accessing large samples of active civil servants and restric-
tions imposed by data protection regulations add extra
challenges. Data availability is, however, not the main bot-
tleneck. In fact, many individual-level surveys among civil
servants are fielded repeatedly in much the same format,
often over long periods of time. The US Federal Employee
Viewpoint Survey, for instance, is run on a (bi-)annual basis
since 2002 (Fernandez et al., 2015), while the American
State Administrators Project combines surveys targeting
the universe of US state-level agency leaders every 4 or
6 years since 1964 (Yackee & Yackee, 2021). In similar vein,
the Norwegian Administration Surveys are fielded every
10 years since 1976 among staff in Norwegian ministries
and agencies (Christensen et al., 2018), the German
Political-Administrative Elite survey every 4 years since
2005 among all senior civil servants in Germany (Ebinger
et al., 2022) and Hussein Kassim and coauthors have run
three large-scale surveys among European Commission
staff in 2008, 2014, and 2018 (Kassim et al., 2013; Murdoch
et al., 2021). Annual or multi-annual surveys among all civil
service staff members have also been conducted in, for
instance, Australia (Australian Public Service Employee Cen-
sus), Canada (Canada Public Service Employee Survey),
New Zealand (Te Taunaki Public Service Census), and the
United Kingdom (UK Civil Service People Survey). Finally,
many ministries, agencies, and other public sector organiza-
tions across a wide range of countries conduct regular
internal surveys among their staff.

Unfortunately, many of these repeated cross-sectional
surveys do not contain “a system of unique identifiers to
track even a subsample of individual respondents over
time” (Fernandez et al., 2015, p. 389; see also Bertelli
et al., 2015; Stritch, 2017; Wynen et al., 2020). In other
words, the information contained in many existing survey
datasets is not immediately linkable at the individual level
over time, which precludes the possibility to engage in
longitudinal research at the individual level. This is particu-
larly regrettable since longitudinal data offer far greater
potential to derive credible causal inferences relative to
cross-sectional data (King et al., 1994; Pandey, 2017;
Stritch, 2017). They are also much better suited to gain
insights into temporal dynamics in attitudes, values, per-
ceptions, and/or motivations. Cross-sectional data are by
their very nature static, and thus cannot reliably investi-
gate the dynamics at the heart of many theories in Public
Administration and Public Management, nor fully satisfy
many public organizations’ interest in “tracking progress
over time” (paraphrased from the objectives of the
2022/23 Canadian Public Service Employee Survey).

This article proposes a simple approach to overcome
this critical limitation of repeated cross-sectional surveys.
Exploiting information about respondents’ background
characteristics available within the original datasets, it
presents a method to create a system of unique identi-
fiers for individual respondents in repeated cross-
sectional surveys of the same target population. The
result is a panel dataset at the individual level, which
offers novel opportunities for the longitudinal analysis of
a subset of respondents.1 This not only provides great
potential for moving forward our understanding of
individual-level processes and temporal dynamics via the
enhanced use of publicly available datasets. The same
method can also be applied by practitioners on repeated
cross-sectional surveys fielded internally within a coun-
try’s civil service as well as individual ministries, agencies,
or other public organizations. As such, it can improve the
use and value of such datasets in informing public sector
management and practice.

Creating unique identifiers for individual respondents
based on detailed background characteristics naturally
raises several pertinent ethical considerations with regard
to respondent privacy, anonymity, consent, and confiden-
tiality. Researchers implementing the proposed strategy
should therefore carefully consider these aspects at every
stage of the process, and the article discusses how these
concerns can be addressed and handled with the utmost
sensitivity. With such ethical considerations in mind, the
methodology proposed also holds further practical value.
That is, it draws attention to, and provides precise guide-
lines for, specific actions that can be undertaken—in terms
of the re-coding and publication/withholding of specific
background variables—to help minimize identifiability of
respondents while creating Public Release datasets.

The next section sets out the proposed method, and
discusses key issues of credibility, validity, feasibility,
and applicability. Subsequently, we address potential eth-
ical concerns and implications for respondents’ informed
consent, while the penultimate section briefly discusses a
concrete example. The final section concludes with a dis-
cussion of strengths and limitations, while a practical
implementation guide using Stata and R is included in
Online Appendix A.

UNCOVERING INDIVIDUAL-LEVEL PANEL
DATA FROM REPEATED CROSS-SECTIONS

When surveys are fielded as independent cross-sectional
data collection efforts, they commonly do not include
unique identifiers to link the data over time at the individ-
ual level (Fernandez et al., 2015; Stritch, 2017; Wynen
et al., 2020). This precludes using the collected data for
individual-level longitudinal analyses and the assessment
of dynamic public administration theories. Yet, each
wave of a given survey generally contains a set of socio-
demographic characteristics, and thus collects—often
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quite detailed—information about the respondents. Many
of these socio-demographic characteristics are (near-)
fixed over time (such as gender, birth-year, birth-place,
or nationality), develop at a fixed pace over time (such as
age, or length of work experience), or remain part of
an individual’s history once they occur (such as specific
career developments or obtaining an educational
degree). These characteristics therefore represent some-
thing tangible about any given respondent, which we
can expect to observe in (near-)identical fashion when-
ever this respondent participates in distinct waves of a
survey. We maintain that a careful combination of such
characteristics into detailed respondent profiles can be
used to assess whether the same individuals re-appear
in multiple waves of the same survey among the same
target population.

Why can this work? As is well-known from probability
theory, many combinations of background characteristics
are extremely unlikely to appear more than once in any
dataset whenever one considers a sufficiently large and
detailed set of characteristics (Wendl, 2003). Observing
this exact “profile” of characteristics therefore would pin-
point a specific respondent independent from any others.
Moreover, detecting this profile across two consecutive
survey waves among the same respondent population
would make it very likely that we are dealing with the
same respondent at both points in time (this argument
is developed in more detail below). We maintain that
this makes it possible to exploit detailed background
information included in most cross-sectional surveys in
order to extract a panel dataset containing (a subset of)
respondents at several points in time. The remainder of
this section discusses the credibility, validity, feasibility,
applicability, and novelty of this approach, which culmi-
nates in a number of practical guidelines set out in
Table 1. Further details on the derivation of these guide-
lines using simulations based on both real-world and
computer-generated data are provided in Online
Appendix B.

DISCRIMINATORY POWER

A first potential hurdle relates to a lack of discriminatory
power in the available individual-level background char-
acteristics. That is, many people are born in the same year
(and thus have the same age), hold a degree in the same
subject, grew up in the same municipality, or started
working in their organization at the same point in time.
Moreover, several individuals may well share a number of
the same background characteristics, as there are many
people born in, say, 1977 who hold a degree in econom-
ics and are male. This observation implies that certain
combinations of background characteristics may not be
able to isolate a unique respondent. Clearly, however, this
holds only when multiple individuals perfectly share all
available background characteristics simultaneously, which,
in practice, becomes highly unlikely with a large enough
number of sufficiently detailed background characteristics
(these thresholds are further specified below based on
various simulation exercises).

We can illustrate this point using a canonical example
from probability theory (McKinney, 1966; Wendl, 2003).
The so-called birthday paradox considers the probability
that at least two people in a party of n randomly chosen
individuals share the same birthday (referred to as a
“collision”). This initially appears very improbable in
small parties. Yet, this probability exceeds 50% already
among a group of just 23 party-goers (McKinney, 1966;
Wendl, 2003). The reason is that there are 22 � 23 = 253
pairs of birthdays to consider, which is well over half the
number of days in a year. Crucially, however, the
required number of party-goers increases rapidly when

T A B L E 1 Guidelines, rules of thumb and red flags.

Rules of thumb and red flags

Discriminatory power

Number of
characteristics

A minimum of seven individual-level
characteristics.

Basic selection must include gender, age,
organizational affiliation and time spent
within the organization (or close
equivalents).

Operationalization of individual
characteristics must involve at least five
distinct values whenever possible and at
least two characteristics must be
measured using more than 20 distinct
values.

Correlation between
characteristics

Most individual-level characteristics must
display pairwise correlation coefficients
below 0.25 in absolute terms.

Stability of surveyed population

Respondent
selection strategy

Random and stratified random sampling
should be avoided, while broad-based
sampling strategies (e.g., complete
census) are strongly preferred.

Staff turnover and
data frequency

The longer the time period between survey
waves, the lower the annual turnover of
staff members should be.

Drop-out and repeat responders

Response rate and
sample size

Low response rates undermine the ability to
observe respondents across survey
waves.

Response rates and required sample size are
inversely related.

Representativeness
and sensitivity

Researchers should always report any (im)
balances in covariates at the initial point
of measurement between respondents
that can and cannot be tracked over
time.

Validation checks on the potential for false
positives should be performed and
reported (see Online Appendix B). False
positives in excess of 5% of the final
sample are a cause for concern.
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adding extra characteristics (e.g., gender or birthplace),
and allowing for a non-uniform distribution of these
characteristics (e.g., more men than women). Specifi-
cally, to find a man and a woman sharing the same
birthday with more than 50% probability, there should
be 32 party-goers if both groups are equally large (i.e. 16
men and 16 women), but 49 party-goers under a very
unequal gender distribution (e.g., 43 men and six
women). Adding more background characteristics or
more detailed measurement of each characteristic
(e.g., birthplace at the municipal rather than regional
level) thus can quickly increase discriminatory power by
making “collisions” extremely unlikely even in popula-
tions of the size relevant to public sector organizations
(for a formal derivation, see Wendl, 2003). If a collision
nonetheless occurs across two waves of the same sur-
vey, it is therefore exceedingly likely to represent a very
specific respondent who reappears on both occasions.

An example based on the Norwegian Administration
Surveys collected over the 1976–2016 period (Christensen
et al., 2018) serves to illustrate this point further. Imagine
the probability of observing a female, 28-year old respon-
dent born in Oslo (the Norwegian capital), who studied
law, did part of her degree abroad, speaks Bokmål (the
most common language variant used in Norway), started
working 6 years ago directly after finishing college, is
member of a union and former member of a political
party, never stood for election, and whose father only fin-
ished high-school and was a farmer. This is the level of
detail available in the background characteristics included
in the Norwegian Administration Surveys. The probability
of observing such an (imaginary) respondent profile—
given the actual distribution of these background charac-
teristics in the dataset—is below 0.00000017 (or one in
5.9 million). With 3000 to 5000 individuals working in Nor-
wegian ministries over the time period of these surveys,
this makes it extremely unlikely to observe a respondent
with the described profile once—let alone twice in two
consecutive waves of the survey. When this nonetheless
happens, it is most likely the same respondent.

Clearly, this simple calculation assumes that all back-
ground characteristics are independent of each other,
which may not be realistic. Age and experience within an
organization, for instance, are often strongly positively
correlated (Pearson r equal to 0.61 and 0.36 in the Norwe-
gian Administration Surveys and the American State
Administrators Project datasets, respectively). Nonetheless,
many other background characteristics remain at best
weakly correlated in most real-world datasets. This holds,
for instance, for age and gender (Pearson r equal to �0.09
and �0.04 in the Norwegian Administration Surveys and
American State Administrators Project datasets, respec-
tively). Moreover, even if some background characteristics
often appear together, individuals sharing these character-
istics usually continue to vary along other dimensions. In
the Norwegian Administration Surveys, for example,
respondents between 45 and 54 years (N = 1753) differ

substantially in terms of their father’s profession, years of
experience in their ministry, and their municipality of birth
(see top panel of Figure 1). The same is true for female
respondents who hold a law degree and speak Bokmål
(N = 554) (see bottom panel of Figure 1).

Simulations suggest that including a minimum of
seven to nine individual-level characteristics offers high
discriminatory power, particularly when at least some
characteristics are measured using more than 20 catego-
ries (see Online Appendix Tables B.1 and B.2). Under such
conditions, we can correctly uncover up to 100% of
respondents appearing in multiple survey waves based
on their specific background profile, while simultaneously
limiting the number of “false positives” (i.e. respondents
in two time periods incorrectly designated as the same
individual). Using fewer than seven background charac-
teristics quickly decreases the number of correctly identi-
fied repeating respondents and increases the share of
false positives, both of which undermine the validity
of the resulting panel dataset (see Online Appendix
Tables B.1 and B.2).2 In public sector settings, gender, age,
organizational affiliation and time spent within the orga-
nization (or close equivalents) arguably constitute “core”
features of employees, and should be included in the
basic selection of (seven or more) background variables.
Ideally, age and time spent in the organization should
thereby be measured in years rather than collected in
bins (e.g., 5- or 10-year categories) to maximize the granu-
larity and precision of the data (Table 1). Note also that
the simulations in Online Appendix Table B.2 unsurpris-
ingly highlight a rapidly decreasing discriminatory power
when subsets of the variables included in the analysis are
too strongly correlated (i.e. r = .50 or r = .75). In sharp
contrast, the number of false positives and false negatives
remains very low for weaker correlation levels (i.e. r = .10
and r = .25) as long as enough background characteris-
tics are available (see above). Hence, in order to achieve
sufficient validity and reliability of the resulting panel
dataset, one can set a rule of thumb that most of the
characteristics included in the analysis must display pair-
wise correlation coefficients below .25 in absolute terms
(Table 1).3

These minimum requirements naturally affect the
types of datasets where this approach can(not) be
employed. The Federal Employee Viewpoint Survey, for
instance, includes an insufficient number of background
characteristics to allow for credible recovery of individual
respondent profiles over time. In contrast, the publicly
available 1964–2008 dataset of the American State
Administrators Project (Yackee & Yackee, 2021) includes a
sufficiently wide range of background characteristics to
extract a viable panel dataset. In most cases, however,
researchers will need to apply for restricted-use datasets.4

For instance, the Public Release data files for the
Australian Public Service Employee Census and the
Norwegian Administration Surveys do not contain
the necessary level of detail in terms of background
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characteristics, but the original datasets are much richer.
The same also holds for the datasets from the German
Political-Administrative Elite surveys (Ebinger et al., 2022),
large-scale surveys among European Commission staff in
2008, 2014, and 2018 (Kassim et al., 2013; Murdoch
et al., 2021), as well as numerous surveys fielded internally
within ministries, agencies, or other public organizations.
As such, the method proposed here has the potential for
wide applicability (both by researchers and practitioners
within public-sector organizations).

Stability of surveyed population

A second potential hurdle relates to a lack of stability in
the surveyed population. If there is a low probability that
the same person enters the respondent pool of the same
survey on multiple occasions, there will be little overlap
between the respondent samples across consecutive
waves. Naturally, it then becomes extremely hard to
observe responses for the same person more than once.
This lack of stability in the surveyed population may arise
for several reasons, some of which are under researchers’
control while others are not.

A first reason is under the researcher’s control as it
relates to the sample selection strategy. Drawing a (strati-
fied) random sample out of the targeted population is
highly beneficial for many reasons, such as external valid-
ity and generalizability. However, it dramatically reduces
the likelihood that the same person is drawn into the

sample on multiple occasions—particularly when the tar-
geted population is large and/or a small sample is
surveyed—and a distinct group of people therefore
enters consecutive data collection efforts. Reliance on
(stratified) random sample selection strategies thus makes
the method proposed in this article unfeasible. This
excludes both population-wide surveys such as the World
Values Survey or National Election Studies, and surveys
among civil servants such as the US Federal Employee
Viewpoint Survey.5 Still, other surveys among public
employees take a more general approach. The Norwegian
Administration Surveys, for instance, target all ministerial
staff with at least 1 year of service (Christensen
et al., 2018), while the German Political-Administrative
Elite surveys and American State Administrators Project
surveys target all employees at the top hierarchical
level(s) of the German national and US state-level bureau-
cracies (Ebinger et al., 2022; Yackee & Yackee, 2021). The
Australian, Canadian, New Zealand, and UK public service
employee censuses as well as the European Commission
surveys mentioned above even address all staff members
within these respective organizations. This broad-based
approach strongly benefits the feasibility of extracting a
panel dataset of individual respondents over multiple sur-
vey waves using individual-level background information.

A second reason for low stability in the respondent
population lies beyond the control of researchers since it
is related to staff turnover. High staff turnover limits the
number of respondents in later waves of the survey who
were employed in the same organization during a

F I G U R E 1 Distribution of background characteristic for respondents between 45 and 54 years (top row) or for women holding a law degree that
speak Bokmål at home (bottom row). The figure includes only survey respondents between 45 and 54 years (top row), or women holding a law degree
that speak Bokmål at home (bottom row). Each plot displays the distribution of three other background characteristics for this sample of respondents
(i.e. father’s profession, years of experience within their ministry, and municipality of birth).
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previous wave. Hence, uncovering the same respondents
over multiple waves of the same survey requires a suffi-
ciently stable workforce within the targeted organization(s).
From this perspective, it is useful that many public sector
organizations document low levels of employee turnover.
Official European Commission statistics, for instance,
show staff exits below 1% on an annual basis, as well as
low internal turnover between Directorates-General (Geys
et al., 2023). In similar vein, official data from Statistics
Norway indicate that in the period 2012–2017 internal
mobility between ministries was circa 3% on an annual
basis, while exits to the private sector were limited to circa
2% annually (https://www.ssb.no/en/statbank/list/regsys).
While similar data could not be obtained at the US state
level, the American State Administrators Project reports an
average tenure at the state administration and agency
levels of 14 and 11 years, respectively (with a maximum
exceeding 50 years at both levels). As such, even in a set-
ting where at least some positions at the top of the (state)
administration are by appointment or even election, many
people will still be working at the same agency or in the
same (state) public administration when the next iteration
of the survey is fielded.

Drop-out and repeat responders

A third and final hurdle is that at least some survey
respondents must have a positive probability of answer-
ing the same survey across multiple waves. If not, it
becomes de facto impossible to observe the same
respondent more than once. In practice, it seems uncon-
troversial to assume that at least some people will not
show a staunch disinclination for repeated participation.
While this implies that observing these respondents
repeatedly over time is feasible, the possibility that such
individuals are different from their colleagues in some
(un)observed—but potentially important—respects is dis-
cussed further below.

From a purely statistical perspective, we can again rely
on probability theory to calculate the shares of a targeted
respondent pool that are likely to answer more than once,
exactly once, or never, based on the response rates in
consecutive data collection efforts. To illustrate this, the
response rates documented for the 1984 and 1988 survey
waves of the American State Administrators Project were
38% and 48%, respectively (Yackee & Yackee, 2021).
Assuming that both samples are independent draws from
the exact same respondent pool,6 this implies that 32%
(i.e. 62% � 52%) of the respondent pool will not respond
to any survey. In contrast, 50% (i.e. 38% � 52% + 62%
� 48%) would be expected to respond once and 18%
(i.e. 38% � 48%) to answer both surveys. With a universe
of circa 3000 potential respondents, this equals approxi-
mately 540 individuals. Using the same calculation,
response rates consistently above 60% for the Norwegian
Administration Surveys (Christensen et al., 2018) would

imply that 36% of targeted respondents in Norway can
be expected to answer two consecutive surveys under
ideal circumstances. Given a total population of roughly
3000–5000 ministerial employees, this would be in excess
of one thousand respondents (i.e. 3000 � 0.36 = 1080;
5000 � 0.36 = 1800). Clearly, the potential size of a panel
dataset extracted from repeated cross-sectional surveys
thus will be a positive function of both survey response
rates and the size of the targeted respondent pool. That
is, low response rates can be compensated to some
extent by a large respondent pool, and vice versa. For
instance, Geys et al. (2023) report response rates in the
2008 and 2014 surveys among European Commission
staff of 14% and 21%, respectively. Although this implies
that only 3% (i.e. 14% � 21%) of the respondent pool
would be expected to answer both surveys, this still con-
stitutes 375 individuals given that circa 12,500 individuals
were targeted.

At this point, it is important to note that it may take a
certain kind of person to answer surveys, and to answer
them repeatedly. Such self-selection of respondents
answering more than once can be viewed as beneficial
for our methodology since it increases the likelihood of
observing the same respondents during consecutive sur-
vey waves. This directly increases the statistical power
available in subsequent analysis of the panel dataset
extracted from the repeated cross-sectional surveys. Yet,
any self-selection naturally also implies that the subsam-
ple of respondents that can be observed repeatedly over
time may differ from the rest of the respondent pool in a
number of respects, which will generally mitigate the
external validity of any findings. This is not necessarily
problematic for the internal validity of any longitudinal
analyses based on these data. For instance, when a
(quasi-)natural experiment divides the respondent sample
into treated and untreated groups in a random manner,
the study can maintain high internal validity for the
assessment of the (causal) influence of this treatment on
the outcomes of theoretical interest (Geys et al., 2023;
Hansen & Tummers, 2020; Jilke et al., 2016). Even so, it is
important to keep in mind this trade-off between internal
and external validity. Scholars should remain aware that
observing only a subset of individual respondents across
repeated cross-sections will always face limitations in
terms of external validity and generalizability.

Comparison with related approaches

One might wonder at this point how our methodology
relates to other approaches that aim to match observa-
tions to “sufficiently similar” other observations within a
specific sample or population. Within the social sciences,
the most common approaches to achieve this aim include
propensity score matching (Rosenbaum & Rubin, 1983)
and coarsened exact matching (Blackwell et al., 2009;
Iacus et al., 2011, 2012). In essence, these rely on the
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creation of a metric reflecting the estimated “distance” in
a multidimensional covariate space between two obser-
vations (usually based on the estimation of logistic regres-
sion models; Alvarez & Levin, 2021). Recent extensions of
these approaches build on machine learning methods
(for an overview, see Athey & Imbens, 2019) as well as
Bayesian methods (e.g., Alvarez & Levin, 2021) to improve
the reliability and validity of matching procedures and
resulting datasets. Although one could think of our meth-
odology as maximizing the “propensity” that two obser-
vations across two waves of the same survey are the
same (or, equivalently, as minimizing the distance
between them in the multidimensional covariate space),
these matching estimators aim to create balance across
groups of individuals (i.e. treatment and control) rather
than at the individual level (as is required in our case). This
is important since working with multi-person groups
allows estimating a logistic regression model predicting
membership of a treatment group conditional on covari-
ates. Since our aim is to predict membership of a “group”
represented by one unique individual, this is not a feasi-
ble option.

Our methodology also has some basic connections to
similarity or scoring matrices used in, for instance, molec-
ular biology (Johnson & Overington, 1993; Trivedi &
Nagarajaram, 2020). Akin to such scoring matrices, our
approach lines up a set of “features” (in our case: individ-
uals’ background characteristics) and verifies whether two
observations (in our case: respondents across two survey
waves) are a match or a mismatch on each “feature.”
Likewise akin to scoring matrices, we can thereby opt to
award varying “penalties” for any mismatches observed
for distinct “features” (e.g., larger penalties for a mis-
match in year of birth or gender relative to a mismatch in
coarsely defined education groups). Nonetheless, our
methodology differs from the common usage of these
scoring matrices in that our aim does not lie in the crea-
tion of an overall similarity score (achieved by adding up
all mis/matches), or an overview of the dimensions along
which “mutations” occur (Johnson & Overington, 1993;
Trivedi & Nagarajaram, 2020). Furthermore, scoring matri-
ces merely provide an indication for how to score (mis)
matches in relation to one fixed baseline (e.g., a specific
amino acid sequence). Our approach moves beyond this
by automating multiple comparisons against multiple
baselines (i.e. each respondent profile in one dataset
against each respondent profile in a second dataset).

Finally, we should mention that our approach also takes
inspiration from the vast literature analyzing pseudo-panels
derived from a series of cross-sections observed over time
(Deaton, 1985; Khan, 2021; Verbeek, 2008; see also note 1).
Such pseudo-panels “divide the population into a number
of cohorts [or ‘profiles’], being groups of individuals sharing
some common characteristics” (Verbeek, 2008, p. 381). A
key concern in this literature is that adding more character-
istics improves the accuracy of the data (in the sense of
grouping together individuals with behaviors that can

plausibly be considered similar across time), but comes at
the cost of leading to smaller groups (Verbeek, 2008). Our
methodology takes this relationship as its point of depar-
ture, since it implies that extending the number of charac-
teristics far enough will tend to reduce group size toward
one for at least some “profiles.”

ETHICAL CONCERNS AND INFORMED
CONSENT

As mentioned, the method presented in the previous
section works best when the number of, and level of
detail in, the available background characteristics
increases (Table 1). From this perspective, it is important
to observe that many existing surveys among public
employees include very detailed background information
in part due to the explicit intent to address topics includ-
ing representation, inclusion, equity as well as equality of
opportunity and treatment (see, e.g., the questionnaires
for civil service censuses conducted in Australia, Canada,
New Zealand, and the UK). Nonetheless, inclusion of
many such variables may cause unease since it elevates
potential ethical concerns regarding respondent privacy,
anonymity, and confidentiality. Three arguments can miti-
gate such concerns considerably.

First, our method relies exclusively on information
available within the original datasets. No new
information is added or constructed beyond the observa-
tion that someone did (or did not) answer two consecu-
tive survey waves. This, however, is not a tangible nor a
visible characteristic of respondents, and thus will not
help to identify a real-world individual. Moreover,
although repeated responses to a survey reveal some-
thing about a respondent’s length of stay in an organiza-
tion, most surveys contain variables directly capturing
this information via questions on respondents’ years of
experience (as in the American, Australian, German, and
Norwegian datasets referred to previously), or their year
of entry in the organization (as in the European Commis-
sion datasets referred to previously). Hence, respondent
privacy and anonymity are maintained at the same level
as the original surveys. The only partial exception to this
is the existence of time-varying variables that can poten-
tially be personally identifying (such as switching
between specific units within the organization between
survey waves). Even in this case, however, it would
require further work on the part of the data user to per-
sonally identify individuals by linking the information
from the survey to other external data sources. This type
of activity is generally explicitly and strictly forbidden by
data stewards of restricted-use datasets (see, for instance,
the Data Transfer and Use Agreement of the American
State Administrator Project at https://asap.wisc.edu/dat
aset, or the Guidelines for Access to Microdata from Statis-
tics Norway at https://www.ssb.no/en/data-til-forskning/
utlan-av-data-til-forskere).
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Second, it is straightforward—and imperative from an
ethical standpoint—to implement the proposed method-
ology using two distinct datasets: i.e. one containing only
respondents’ background information, and one contain-
ing only respondents’ answers to substantive questions
about attitudes, values, perceptions, and/or motivations.
Creating the identifiers for individual respondent profiles
requires only information about background characteris-
tics. Hence, this information can be kept fully separate
from respondents’ answers on substantive questions to
maintain anonymity and confidentiality. Variables based
on, for instance, the order in which the original responses
were obtained can be used to connect both datasets
when needed while maintaining full respondent confi-
dentiality (Fernandez et al., 2015, p.391). Furthermore, the
final panel dataset can easily be fully anonymized to pro-
tect respondent privacy (e.g., by reducing the level of
detail in background information or removing particularly
revealing information altogether). Following these proce-
dures entails that there is never a phase where individual
characteristics used to match respondents across time
periods can be linked with substantive answers across
time periods. Consequently, recombining the system of
unique identifiers generated in one dataset with the sub-
stantive data retained in a fully distinct dataset will not be
able to do harm to respondents.

Third, the method can be implemented even when
potentially identifiable information—such as, for instance,
municipality of birth or precise organizational affiliation—
is “disguised” prior to making the dataset available to
researchers. For instance, following a common practice
among data stewards providing researchers access to
information from governments’ administrative records
(see, for instance, Statistics Norway, 2021), one can assign
a random serial number to each municipality or public
organization in the dataset. This intervention helps to
anonymize the dataset under analysis, while researchers
can continue to link respondents across multiple survey
waves even when they do not know the relation between
the serial numbers and municipalities/organizations. The
reason is that the equivalence of information across sur-
vey waves is all that matters, not the information itself.
Hence, observing number “22” across two survey waves
is equally useful as observing “Heidelberg” or “Foreign
Office” on both occasions (assuming, of course, that “22”
has the same meaning in both survey waves)7.

Even so, it obviously will be critical to develop and
maintain clear regulations regarding data collection as
well as the terms of their use and re-use. Respondent con-
sent forms should therefore stress that under no circum-
stances will there be attempts to identify individuals from
the data, and that no data will be released that can be
linked to specific individuals.8 At the same time, respon-
dents should be made aware that their background pro-
file might become recognizable from a combination of
their responses. Such a warning is, to the best of our
knowledge, extremely rare thus far. Furthermore, clear

indications should be provided about the approach to,
and nature of, de-identification procedures employed
prior to any public release of the data. Our method can
be of some benefit here, since it offers insights into essen-
tial recoding steps on the original datasets to minimize
identifiability of respondents (in terms of number and
detail of variables made publicly available).

Finally, while most consent forms provided to respon-
dents up to now already specify what the data will be
used for here and now, the purpose limitation principle
holds that personal data “collected for specified, explicit
and legitimate purposes [should not be] further pro-
cessed in a manner that is incompatible with those
purposes” (European Parliament, 2016, art. 5.1. (b)).
Article 89(1) of this GDPR legislation, however, explicitly
states that further processing for “scientific or historical
research purposes (…) shall be, subject to appropriate
safeguards, in accordance with this Regulation” (European
Parliament, 2016, art. 89.1). In line with our recommenda-
tions above, these safeguards “may include pseudonymisa-
tion” or “can be fulfilled by further processing which does
not permit or no longer permits the identification of data
subjects” (European Parliament, 2016, art. 89.1). Even
though data re-use for scientific research purposes thus is
not to be considered incompatible with the initial purposes
of data collection, our analysis highlights that it would be
beneficial to provide respondents more detailed informa-
tion about the potential future re-use of the data. This sug-
gestion is further reinforced by the fact that repeated
surveys by the same public organization are often explicitly
intended to engage in ‘benchmarking and tracking pro-
gress over time’ (as mentioned in, for instance, the objec-
tives of the 2022/2023 Canadian Public Service Employee
Survey). Hence, it would be important to specify whether
and how re-use includes any recombination with other
datasets—including, but not necessarily limited to, other
waves of the same survey.

VALUE ADDED IN AN EMPIRICAL
APPLICATION

In order to give a better idea of the potential value added
of our approach, this section discusses one recently pub-
lished empirical application showing how empirical infer-
ences may be affected when moving from a “standard”
cross-sectional approach to an analysis based on panel-
data identified through our methodology (Murdoch
et al., 2023). The original study contributes to a persistent
debate—raging at least since the 1960s—on the socializing
potential of international organizations by asking whether
or not individuals acquire more internationalist attitudes
while working in such an organization (Checkel, 2005;
Haas, 1964; Sewell, 1966). It employs data from two large-
scale surveys within the European Commission in 2008
(N = 1901) and 2014 (N = 2209), whereby 165 respondents
could be matched across both survey waves.
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Lacking longitudinal data, most previous work addres-
sing this research question employs individuals’ tenure
within the organization as the central independent vari-
able. The underlying hypothesis is that socialization
effects should become reflected in a positive relationship
between tenure length and (the strength of) internation-
alist attitudes. Empirical evidence for this positive associa-
tion is at best mixed. Consequently, a widely held view
developed that there exists no strong or consistent
evidence of international socialization. Using a cross-
sectional approach including all respondents with avail-
able tenure data in both survey waves (N = 3446), Mur-
doch et al. (2023) likewise find only a weak and
statistically insignificant relation between tenure length
and internationalist attitudes (t = .92; p > .10). This holds
also when restricting the sample to staff members
experiencing no structural organizational changes (such
as mergers or divisions of their unit) between both survey
waves, which arguably offers a best-case scenario for
socialization effects to develop. In sharp contrast, an
analysis based on panel-data identified through our
methodology indicates a statistically significant strength-
ening of internationalist attitudes over time for individ-
uals experiencing no structural changes relative to those
who do experience such changes (t = 2.21; p < .05; full
details in Murdoch et al., 2023). Hence, despite the much
smaller sample size, this analysis indicates that interna-
tional organizations do in fact influence attitudinal devel-
opments in individual bureaucrats. The difference
between both sets of findings arises in part because
cross-sectional data are unable to control for individual-
level heterogeneity and potentially selective early exits
linked to individuals’ internationalist attitudes, which may
lead to incorrect inferences (King et al., 1994;
Pandey, 2017; Stritch, 2017).

CONCLUSION

Taking inspiration from scoring matrices used in molecu-
lar biology (Johnson & Overington, 1993; Trivedi &
Nagarajaram, 2020) and the econometrics literature on
pseudo-panels (Deaton, 1985; Verbeek, 2008), this article
proposed a method to uncover individual-level panel
data within repeated cross-sectional surveys of the same
target population. The approach exploits that the avail-
ability of sufficiently detailed background characteristics
within consecutive waves of the same survey can enable
the identification of reappearing unique respondent pro-
files over time. While any ethical concerns regarding pri-
vacy, anonymity and confidentiality can—and should—
be handled with the utmost sensitivity, the resulting
panel dataset(s) offer scholars as well as practitioners vital
new opportunities for longitudinal public administration
research at the individual level. Combined with an appro-
priate research design, these datasets can ensure high
internal validity and greater potential for credible

causal inferences when testing theoretical hypotheses rel-
ative to cross-sectional analyses (Geys et al., 2023; Hansen
& Tummers, 2020; Jilke et al., 2016; Murdoch et al., 2023;
Stritch, 2017), even though external generalization to a
broader population should be treated with due caution.
Consequently, applications of our methodology to exist-
ing survey datasets can help in the further development
of key concepts and dynamic theories in Public Adminis-
tration and Public Management, including the elaboration
of these theories’ scope conditions as well as the verifica-
tion of underlying causal mechanisms (Jensen et al., 2019;
Pedersen & Stritch, 2018; Trein et al., 2021).

We acknowledge that some might remain ill at ease
about our methodology irrespective of any safeguards
that could be put in place. Nonetheless, it also offers prac-
titioners, researchers, and data controllers a new tool that
can provide guidance for de-identification processes of
survey data when preparing Public Release datasets. As
suggested by our simulations, it will in practice nearly
always be unavoidable that at least some respondent pro-
files become recognizable from a combination of back-
ground information. Yet, data controllers can set a target
or limit for how many of these cases can be deemed
“acceptable,” and use our methodology to assess the
type of adjustments required to achieve this aim. Note
that this same benefit is not offered by the methodologi-
cal tools available in the literature on scoring matrices,
pseudo-panels, and matching estimators. The main rea-
son is that these existing methodologies are predomi-
nantly geared toward generating a diversity (or similarity)
score relative to one specific baseline (e.g., membership
of a treatment group in matching estimators, or a specific
amino acid sequence for scoring matrices). Unlike our
methodology, they cannot straightforwardly be employed
to calculate the number of profiles that become recogniz-
able depending on the number, detail and inter-
correlation of the “features” included in the dataset.
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ENDNOTES
1 Some scholars have proposed to create so-called pseudo-panels by
exploiting that individuals are embedded in social groups
(e.g., departments/units or hierarchical levels) and/or share specific
background characteristics (e.g., gender or race/ethnicity). By cluster-
ing individuals within such groups and calculating intra-group
means, it is possible to follow these groups’ development across
repeated cross-sections (Deaton, 1985; Verbeek, 2008; Bertelli et al.,
2015). Nonetheless, changes in intra-group means do not necessarily
connect one-to-one with changes at the individual level due to, for
instance, shifts in group composition across survey waves. Further-
more, while larger groups are critical to limit measurement error
when calculating intra-group means, this undermines precision in
statistical models by reducing the number of observations (i.e. a bias-
variance trade-off).

2 Note also that any lack of discriminatory power from having access to
few background variables will not be fully compensated by having
more answer categories for the available variables. In other words, five
variables with seven categories offers less discriminatory power than
seven variables with five categories (see Online Appendix Tables B.1
and B.2).

3 Although unrelated to the functionality of the method, characteristics
to be used as dependent variables in later analyses should ideally be
excluded while performing the procedure to detect repeated respon-
dents. This may risk a degree of selection on outcome variables, which
could bias inferences in subsequent analyses.

4 From this perspective, it is important to note that the approach out-
lined here does not violate standard policies on the use of such data.
We return to this in more detail below, while discussing ethical consid-
erations and the potential for personal identification of individuals.

5 The Federal Employee Viewpoint Survey predominantly relies on a
(stratified) random sample. Yet, since 2011 “a census was taken of
employees in (…) most of the smaller independent agencies as well as
13 of the larger ones” (Fernandez et al., 2015; p.387). This increases the
potential for extracting individual-level panel data within at least these
units.

6 This entails the potentially unrealistic assumption that there is no self-
selection into repeated participation. We return to this below.

7 Introducing random serial numbers does not affect the ability to control
for important background variables in regression models (e.g., using
indicator variables for municipalities/organizations), or cluster standard
errors at, say, the level of the organization. Note also that this possibility
helps address a Lucas-type critique that survey organizations, respon-
dents and ethical committees might change their stance on survey-
based research following the application of the method described here
(Lucas, 1976). I am very grateful to Agustín Casas for pointing this out.

8 Remember that our approach does not set out to personally identify
specific respondents, which would always require further work by the
data user. Naturally, this is ethically as well as legally unacceptable (see
above).
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