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Abstract
Based on the INUS theory of causality, the search target of qualitative comparative analysis (QCA) is to find all the minimally
sufficient conditions for the outcome’s occurrence in a data set, where the condition’s sufficiency, the necessity of the condition’s
components, and the completeness of the solution are three core requirements. However, QCA’s current top-down approach,
which relies on a truth table and Boolean minimization, cannot meet the main objective of QCA. Conditions generated by the
top-down approach can be insufficient for the outcome or contain unnecessary components that can be removed. We found
evidence supporting our arguments by examining the correctness of top-down QCA in Study 1. Then, we show that QCA can
also proceed with a “bottom-up” search strategy in sufficiency analysis, similar to coincidence analysis (CNA). We contrast
solutions of the top-down and bottom-up QCA approaches by analyzing a simulated crisp-set data set in Study 2 and a real-
world fuzzy-set data set in Study 3. Both results show that only the bottom-up approach can produce all the minimally sufficient
conditions. We contribute to the ongoing debate pertain QCA solution types and QCA algorithms by critically evaluating the
limitations of QCA’s top-down approach and introducing a bottom-up approach for QCA.
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As amethodology different from regression analytical methods,
qualitative comparative analysis (QCA) has gained consider-
able attention and quickly spread to all social science fields
(Ragin, 1987; Ragin et al., 1984). In recent years, sociology,
political science, public health, business, and management
scholars have extensively employed QCA to make causal in-
ferences and develop configurational theories (Greckhamer
et al., 2018; Hanckel et al., 2021; Misangyi et al., 2017;
Woodside, 2013; 2014). Accompanied by QCA’s quick dif-
fusion and large applications is a growing number of ongoing
debates over its methodology (Haesebrouck & Thomann, 2021;
Krogslund et al., 2015; Schneider, 2018). A critical debate is
about which QCA solution type is closest to the truth or can be
causally interpreted (Haesebrouck, 2022; Haesebrouck &
Thomann, 2021). A prerequisite of making this debate legiti-
mate is that among three solution types, QCA can generate a

correct solution (the question is which one). However, many
QCA researchers ignore one possibility that the traditional
QCA’s top-down approach cannot guarantee to meet the re-
quirements of a correct QCA solution, thus, making all three
solution types prone to specific causal fallacies. For example,
QCA might generate insufficient configurations that cannot
guarantee the occurrence of the outcome. Configurations
generated by QCAmight also contain unnecessary components
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that can be removed without affecting the formers’ status as
sufficient configurations. In this article, we aim to discuss this
possibility and critically evaluate the misfit between QCA’s
current top-down approach and its search target.

The remainder of the article is structured as follows: First,
based on the INUS theory of causality, we clarify that the search
target of QCA is to find all the minimally sufficient conditions of
the outcome in a given data set because clarification on the
QCA’s main objective is a precondition for discussing QCA’s
correctness. Three criteria for the QCA solution’s correctness are
the condition’s sufficiency, the necessity of the condition’s
components, and the completeness of the solution. Second, we
illustrate how the top-down approach of QCA relies on a truth
table and Boolean minimization to produce solutions. We ex-
plain why the top-down approach fails to achieve these
requirements in generating solutions. We found evidence sup-
porting our arguments in Study 1. Third, inspired by the al-
gorithm of coincidence analysis (CNA;Baumgartner &Ambühl,
2020b), we introduce a new bottom-up search strategy of QCA
that is specifically designed to generate solutions satisfying
QCA’s three criteria. Fourth, we provide two empirical dem-
onstrations to show the differences in the derived QCA solutions
between the traditional top-down and the new bottom-up ap-
proaches in Studies 2 and 3. Contrasts between the two algo-
rithms show that the bottom-up approach is a better choice for
generating all the minimally sufficient conditions in the suffi-
ciency analysis of QCA.

The Search Target of QCA

QCA is often used to analyze causal complexity, which firmly
rests on Mackie (1965, 1974)’s INUS theory of causation.
INUS stands for “Insufficient but Necessary part of a condition
which is itself Unnecessary but Sufficient for the result”
(Mackie, 1974, pp. 59–87). INUS theory of causality is the
backbone of QCA, and the analytical search target of QCA
should be to identify INUS conditions, which is explicitly
agreed upon by most QCA researchers (Baumgartner, 2015;
Mahoney & Acosta, 2021; Ragin, 2008; Schneider &
Wagemann, 2012; Thiem, 2022). For example, in an illus-
trative example of what leads to a generous welfare state,
Ragin (2008) claimed that four conditions combined to pro-
duce generous welfare states, and therefore, “each of the four
causal conditions is an ‘INUS’ condition” (p. 154). Schneider
and Wagemann (2012) argued that set-theoretical methods are
very suitable for identifying INUS conditions, and they also
clearly expressed that “QCA solution formulas are full of
INUS conditions” (p. 79). Similarly, when introducing the
methodology of QCA to the information management field,
Pappas and Woodside (2021) also noted that QCA enables
researchers to capture INUS conditions.

However, we still lack clear definitions of an INUS condition
and causal relevance in QCA solutions, making it hard to
evaluate whether QCA achieves its intended purpose. Although
there are four adjectives in Mackie’s theory of INUS causation,

only two (i.e. Sufficient and Necessary) are crucial to define
causal relevance (Haesebrouck, 2022). The I (i.e. Insufficient)
and the U (i.e. Unnecessary) are not needed to describe what
Mackie considers causally relevant conditions. The causally
relevant conditions in the sufficiency analysis are “Necessary
parts of Sufficient conditions (Haesebrouck, 2022, p. 10).”

Clarity on the concept of causal relevance enables us to
propose three requirements to define a correct QCA solution.
First, an identified condition (or configuration) should be suffi-
cient for or guarantee the occurrence of the outcome (Duşa,
2019a): Its sufficiency score should pass the desired threshold
(e.g. ≥0.8 is usually adopted sufficiency threshold). Second, any
component of a sufficient condition (or configuration) should be
necessary or indispensable. A condition (or component) is
considered redundant or not necessary when it can be removed
from a condition (or configuration) without changing the latter’s
status as a sufficient condition (Baumgartner, 2015;
Haesebrouck, 2022). Unnecessary components cannot be
causally interpretable because they do not make a difference in
the outcome (Baumgartner & Thiem, 2017; Haesebrouck &
Thomann, 2021). A condition conforming to the two require-
ments is minimally sufficient: It is sufficient for the outcome,
while no proper part of it is sufficient (Baumgartner, 2015). Any
component of a minimally sufficient condition cannot be re-
moved without changing the latter’s status as a sufficient con-
dition. Third, a correct QCA solution should also achieve
completeness, enabling us to get all the minimally sufficient
conditions in a given data set (Mahoney & Acosta, 2021). As
Mahoney andAcosta (2021) pointed out, all sufficient conditions
must be identified if a causal interpretation can be applied in the
solution set.

Although some scholars argue that an ideal QCA solution
should be “minimally necessary disjunctions of minimally
sufficient conditions (Baumgartner, 2008, p. 13; Graßhoff &
May, 2001; Mahoney & Acosta, 2021, p. 12).” Under this
standard, the whole solution set is both necessary and sufficient
for the outcome (Mahoney & Acosta, 2021). However, finding
a solution set that is both complete and necessary is extremely
difficult in social science practice for at least two reasons
(Mahoney & Acosta, 2021; Ragin, 2000). First, complex social
phenomena have multiple causes that are hard to identify.
Second, the real world only provides limited information for
studying these complex phenomena (Mahoney & Acosta,
2021). Therefore, a more realistic analytical objective of
QCA is to find all the minimally sufficient conditions for the
outcome in a given data set (Baumgartner, 2015; Duşa, 2019a;
Haesebrouck & Thomann, 2021), where sufficiency, necessity,
and completeness are three core requirements.

Evaluating the Traditional
Top-Down Approach

QCA adopts a top-down search strategy to generate solutions.
It begins with constructing a truth table consisting of all
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logically possible combinations of the presence and absence of
causal conditions. Therefore, a truth table contains 2k rows,
where k is the number of included conditions. Each unique
row is often called a configuration or a complex condition.
Commonly, some logically possible rows do not have cor-
responding empirical data, a phenomenon often referred to as
limited diversity (Cooper & Glaesser, 2016; Schneider &
Wagemann, 2012, p. 151). These rows that lack empirical
cases (i.e. the case frequency is 0) are called logical re-
mainders. Besides, an outcome column shows each config-
uration’s outcome value, measuring set-theoretic consistency
(i.e. sufficiency) between the configuration and the outcome
(Ragin, 2008, p. 125; Thiem & Duşa, 2013). Based on a
consistency threshold (usually at least 0.8), complex combi-
nations can be coded as positive (1) if they pass the threshold
or negative (0) if they do not. The subsequent Boolean
minimization procedure will include only positive (or suffi-
cient) configurations.

Then, QCA relies on logical minimization to remove re-
dundancies from primitive sufficient conditions as much as
possible. We can use an uppercase letter (e.g. A) to indicate the
presence of the condition and a lowercase letter to indicate the
absence of the condition (e.g. a) to illustrate the principle
guiding logical minimization. If two sufficient configurations
differ in only one condition-it is present in one configuration
but absent in another configuration (e.g. “ABC” and “AbC”),
then the condition “B” is considered redundant or unnecessary
and should be removed because its presence or absence is
irrelevant (or unnecessary) for the outcome (Schneider &
Wagemann, 2012, p. 105). Finally, we can get a simpler
but logically equivalent sufficient condition (i.e. “AC”). The
simplified conditions after logical minimization are also called
prime implicants (Duşa, 2019b, p. 203). Different coping
strategies on logical remainders result in different QCA so-
lution types: parsimonious solution (QCA-PS), intermediate
solution (QCA-IS), and conservative/complex solution (QCA-
CS). In summary, the objective of the truth table aims to
guarantee the condition’s sufficiency, while the purpose of
logical minimization attempts to ensure the necessity of the
condition’s components.

However, using the three requirements to revisit the top-
down approach of QCA, we find that the traditional top-down
approach is not specifically designed to fulfill the requirements
of sufficiency, necessity, and completeness. First, the QCA
top-down approach only imposes the consistency cutoffs on
the primitive complex conditions; it cannot guarantee that the
sufficiency of a generated condition is also above the desired
threshold after logical minimization (Baumgartner & Ambühl,
2020a). Accordingly, it is not surprising to find that QCA-IS
and QAC-PS might generate conditions that are insufficient
for the outcome in empirical research (Castaño et al., 2016).
One potential reason is that QCA-IS and QAC-PS involve
counterfactual analyses, thus, increasing the risk of getting
insufficient conditions. Some scholars have admitted such a
risk. For instance, Duşa (2019a) pointed out that “QCA-PS

presents an insufficient solution as sufficient” (p. 7).
Baumgartner (2021) also noted that in the redundancy-free
(RF) approach, the QCA solution does not “guarantee the
outcome’s occurrence (p. 2)” and “does not mind if its models
do not identify substantively sufficient conditions” (p. 2).

Second, although logical minimization appears able to
remove unnecessary components, its procedure does not
conform to the definition of necessity. According to
Baumgartner (2015)’s definition, a component is considered a
necessary part of a condition when it cannot be removed
without changing the latter’s status as a sufficient condition
(Haesebrouck, 2022). This definition requires us to compare
two conditions (i.e., one including a specific component and
another removing that component) to decide whether a
component is necessary or not. Continuing with the above
example, we need to compare “ABC” and “AC” or “AbC” and
“AC” to decide whether “B” or “b” is unnecessary. If “AC” is
sufficient, then we can say that “ABC” and “AbC” contain
unnecessary components because “AC” can guarantee the
outcome’s occurrence without “B” or “b.” Therefore, using a
procedure that does not conform to the definition of necessity,
Boolean minimization cannot guarantee the removal of un-
necessary components from sufficient conditions. For ex-
ample, when “ABC” is sufficient but “AbC” is insufficient,
Boolean minimization generates “ABC” as a minimally
sufficient condition, ignoring the possibility that “AC” might
also be sufficient. However, it is possible that subsets (e.g.
“AbC”) of a sufficient condition (e.g. “AC”) might not be
sufficient. In a real-world research context, researchers often
operationalize a sufficiency relationship in an imperfect (but
more realistic) way (e.g. a consistency score ≥0.8) because
perfect sufficiency relationships rarely happen in the real
world (Greckhamer et al., 2018; Ragin, 2008). However, an
imperfect sufficiency relationship means a sufficient condition
does not guarantee the outcome’s occurrence in some situa-
tions. Therefore, a sufficient condition (e.g. “AC”) might be
insufficient when combined with other factors (e.g. “AbC”). In
the traditional top-down approach, subsets of a sufficient
condition could be insufficient and excluded from logical
minimization. Therefore, a generated configuration might
contain unnecessary components that can be removed.

Third, it is unclear how QCA can achieve the completeness
of the solution set because the top-down approach is not
specifically designed to achieve this requirement. QCA does
not include a technique to examine whether the solution set
identifies all the minimally sufficient conditions in a given data
set.

The conditions generated by the traditional QCA are prime
implicants instead of minimally sufficient conditions. Ac-
cording to Duşa (2019b), a prime implicant is “the simplest
possible, non-redundant, fully consistent superset of any
positive output configuration” (p. 203). “Fully consistent”
means it is not a superset of an observed negative output
configuration (i.e. insufficient configuration). This search goal
seems meaningless for at least two reasons. First, once we
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accept imperfect consistency (e.g. a consistency score ≥0.8),
the subset of a sufficient condition could be insufficient, as we
illustrated before. Therefore, there is no need to require a
sufficient condition to be “fully consistent” in its observed
subsets. For example, when “AC” is minimally sufficient,
there is no need to examine whether its subsets (e.g. “ABC” or
“AbC”) are sufficient because they contain unnecessary
components. Second, the conclusion about prime implicants is
context-specific: A prime implicant might not be a fully
consistent superset of any positive output configuration under
another data context, such as when adding more conditions
included in the research. Such a risk is real because one QCA
study cannot include all the variables causally relevant to the
outcome (i.e. the omitted variables problem; Radaelli &
Wagemann, 2019). It is reasonable to expect that a prime
implicant might be a superset of an observed negative output
configuration when additional conditions are added to the
truth table.

Study 1: Examining the Correctness of the
Top-Down QCA

We have discussed the misfit between QCA’s top-down ap-
proach and its search target in a deductive way. We aim to
support the above conclusions by empirically examining
whether QCA’s top-down approach can meet the sufficiency,
necessity, and completeness requirements in Study 1. The data
sets used in Study 1 are real-world data from empirical QCA
studies. Rohlfing et al. (2021) conducted a reproduction
analysis of 106 empirical QCA articles, and they found 28
articles are fully reproducible. Therefore, we use these 28 data
sets in Study 1. The main analytical objective of QCA is to
find all the minimally sufficient conditions in a given data set,
where sufficiency, necessity, and completeness are three core
requirements. Satisfying a former requirement is a precon-
dition of testing a latter requirement. Therefore, we check the
three requirements in turn.

First, we check the consistency of generated conditions.We
do not set a uniform threshold because researchers chose
different cutoffs in their studies. The threshold level we choose
is the actual consistency score set by researchers in building
the truth table. For example, a researcher might use 0.8 as a
threshold for consistency to distinguish between sufficient and
insufficient configurations in the truth table analysis. The
generated conditions are considered sufficient if they pass this
threshold.

Second, we check whether any component of a sufficient
condition is necessary or non-redundant. Testing one condi-
tion’s component’s necessity makes sense only when this
condition is sufficient. A component is necessary if it cannot
be removed from a condition without changing the latter’s
status as a sufficient condition (Haesebrouck, 2022, p. 9).”
Therefore, a sufficient condition’s components are necessary if
it cannot reach the consistency threshold anymore when we
remove any component or if any supersets of a sufficient

condition are insufficient. For example, “AB” is minimally
sufficient if (a) it is sufficient and (b) all its supersets (i.e. “A”
and “B”) are not sufficient.

Third, we check a generated solution’s completeness. A
complete solution should contain all the minimally suffi-
cient conditions in a given data set. Checking the com-
pleteness of a solution makes sense only when the
generated solution is composed of minimally sufficient
conditions. Therefore, the solution is complete and correct
if we do not find other minimally sufficient conditions. We
check the completeness of a solution in two ways. First, we
run a sufficiency analysis using a subset of included
conditions and see if we can identify any new minimally
sufficient conditions. If it did not work, we then performed
a more thorough search by running a necessity analysis and
checking the necessity of all possible combinations of
included conditions. We use the coverage score to deter-
mine whether a condition is minimally sufficient because
one condition’s coverage score in the necessary analysis is
identical to its consistency score in the sufficiency analysis.
We can conclude that a solution is correct if we do not find
new minimally sufficient conditions by either method.

Based on 28 real-world data sets, we conducted 43 separate
truth table sufficiency analyses using the R package QCA
(Duşa, 2019b) because some researchers conduct sufficiency
analyses for both positive and negative outcomes. Each
sufficiency analysis allows us to get QCA-CS and QCA-PS,
but only in studies where researchers make directional ex-
pectations can we get QCA-IS. Researchers made directional
expectations in 26 analyses, enabling us to generate 26 QCA-
IS. In total, we got 43 QCA-CS and 42 QCA-PS, and 26 QCA-
IS. Table 1 shows the results of sufficiency analyses. A list of
28 articles, reproduction materials of all the analyses, and
details for each sufficiency analysis can be found via an
anonymous link on OSF: https://osf.io/fcmez/?view_only=
86010a5736e241299a5014e00b429be5.

Regarding the correctness of identified conditions, none of
the three solution types can guarantee to generate only
minimally sufficient conditions. QCA-CS generated 127
conditions, 126 of which passed the desired consistency
thresholds, achieving a 99.21% correct rate in terms of suf-
ficiency. However, only 3.97% of generated conditions were
minimally sufficient, which means a large part of QCA-CS
contains unnecessary factors. QCA-PS produced 112 condi-
tions, of which only 82.14% were sufficient, meaning a fair
number of conditions did not meet the desired consistency
cutoffs. Nevertheless, QCA-PS outperformed QCA-CS in
eliminating redundancies because 55.36% of identified con-
ditions were minimally sufficient. QCA-IS outperformed
QCA-PS in ensuring sufficiency because 93.75% of generated
conditions passed the desired thresholds; however, it under-
performed QCA-PS in eliminating redundant factors since
only 14.06% of conditions were minimally sufficient.
Therefore, the results of Study 1 support our argument that
QCA cannot achieve its main analytical objective of finding
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all the minimally sufficient conditions, regardless of the so-
lution type. The generated conditions could be insufficient for
the outcome and thus do not lead to the outcome’s occurrence;
they may also contain redundant components that can be
removed without affecting their status as sufficient conditions.

Introducing the New Bottom-Up Approach

The two most eminent configurational comparative methods
are QCA (Ragin, 1987; 2008) and CNA (Baumgartner, 2009;
Baumgartner & Ambühl, 2020a). Both QCA and CNA agree
with the INUS theory of causation and set theory
(Baumgartner & Ambühl, 2020b; Swiatczak, 2021) and seek
to analyze causal complexity (Haesebrouck & Thomann,
2021). However, they have different algorithms and search
strategies (Swiatczak, 2021). Unlike QCA’s top-down ap-
proach, CNA adopts a bottom-up search strategy by first
testing whether the single condition is sufficient for the oc-
currence of the outcome (Baumgartner & Ambühl, 2020a).
Once a configuration fulfills the consistency score, it is au-
tomatically a redundancy-free or minimally sufficient con-
dition (Baumgartner & Ambühl, 2020a). Unlike QCA, which
only requires the lowest bound for consistency, CNA also
imposes coverage a threshold to guarantee that the conjunc-
tions of identified sufficient conditions are also necessary for
the given outcome. Such a search goal (i.e. redundancy-free
sufficient and necessary conditions) means CNA will sub-
sequently test conditions’ coverage after sufficiency re-
quirements have been fulfilled. Swiatczak (2021) notes that,
perhaps because CNA is still a rather new tool kit, QCA
scholars have not explicitly discussed whether QCA can also
adopt a bottom-up search strategy for sufficiency analysis in a
similar way to CNA.

We show that QCA can also proceed with a bottom-up
search strategy in the sufficiency analysis. First, the new
bottom-up approach requires one sufficiency criterion for
filtering conditions. The consistency benchmark should
be ≥0.8, in line with the widely adopted QCA practice
(Greckhamer et al., 2018; Ragin, 2008, p. 201). Second,

researchers often consider a case frequency cutoff, which
measures how many cases with a membership score in the
condition are greater than 0.5. Higher case frequency means
identified conditions can represent more cases and have higher
coverages. The minimum frequency threshold is typically 1 in
QCA, although researchers can change it in large N-studies if
they wish the identified conditions could cover more cases and
have more important practical significance (e.g., case
frequency ≥10% of the sample). They could also alter the other
standards depending on the purposes of their studies.

The bottom-up approach first conducts an analysis of
sufficiency for single conditions. If (a) consistency score
is ≥0.8; (b) case frequency ≥1, then the single condition should
be considered as a minimally sufficient condition for the
outcome and constitutes a part of the solution. Following the
logic of redundancy-free, any additional components are re-
dundant. Therefore, subsets of the identified solutions should
be directly excluded from the subsequent sufficiency analysis.
However, if any single condition cannot meet the two
thresholds, researchers can conclude that single conditions
alone cannot lead to the outcome. Therefore, we need to test
the conjunctions of two conditions. If some conjunctions of
two conditions are subsets of the minimally sufficient con-
ditions identified in the previous steps, they will be excluded
from the test list. Only the conjunctions of two conditions
meeting the two criteria can be incorporated into the solution
formula of QCA. Then, it continues checking conjunctions of
three conditions until the most complex combination of
conditions has been tested.

After finishing the search process, this bottom-up approach
should also generate the model fit parameters such as con-
sistency and coverage. Unlike CNA, which defines both
coverage and consistency thresholds ex-ante, QCA only
imposes a consistency cutoff while accepting a low coverage
score ex-post. QCA accepts models that can only explain a part
of the outcome’s membership score as long as the sufficiency
of the identified conditions passes the desired thresholds
(Pappas &Woodside, 2021; Thiem, 2017). The new approach
of QCA also follows this convention.

Table 1. Results of Sufficiency Analyses From 28 Real-World Data Sets.

Criteria

Solution Type

Conservative Parsimonious Intermediate

Information about conditions
Number of generated conditions 127 112 64
Sufficient conditions 126 (99.21%) 92 (82.14%) 60 (93.75%)
Minimally sufficient conditions 5 (3.97%) 62 (55.36%) 9 (14.06%)

Information about solutions
Number of solutions (analyses) 43 42 26
Solutions comprised of only minimally sufficient conditions 2 (4.65%) 16 (38.10%) 1 (3.85%)
Solutions without finding other minimally sufficient conditions 1 (2.33%) 4 (9.3%) 0

Note. One analysis did not generate a parsimonious solution because all conditions were minimized, thereby reducing the number of analyses from 43 to 42.
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One thing easily confused with the bottom-up QCA ap-
proach is the consistency cubes (CCubes) algorithm, a new
QCA algorithm developed by Duşa (2019). CCubes also
proceeds with a bottom-up search strategy when generating
solutions. However, the search target of CCubes is identical to
the current top-down QCA: finding all the prime implicants
instead of all the minimally sufficient conditions in a given
data set (Duşa, 2019b, p. 203). According to Duşa (2019)’s
description, three main QCA algorithms (i.e., QMC, eQMC,
and CCubes) produce “exactly the same output (p. 365) “, and
their main difference is the speed when driving solutions. In
the user manual of the R package QCA, Duşa (2021) also
clearly states that “all algorithms [the classical Quine-
McCluskey, the enhanced Quine-McCluskey, and the latest
Consistency Cubes algorithm] return the same, exact solutions
(p. 23).”

The bottom-up QCA has many advantages, automatically
bypassing several problems associated with the top-down
approach. First, the new algorithm does not rely on a di-
chotomous truth table, making set membership of greatest
ambiguity at 0.5 not a problem in the entire analysis process.
Second, researchers do not have to make easy or difficult
counterfactual assumptions, as the new algorithm only uses
observed or empirical information. It does not require re-
searchers’ prior knowledge during the data analysis process,
thus, avoiding the risks of making false counterfactual as-
sumptions. Third, increasing the number of conditions does
not necessarily increase the solutions’ complexity. By con-
trast, when the number of conditions increases, solutions
generated by the traditional top-down approach usually be-
come too complex to make a meaningful interpretation.
Fourth, omitted variables or conditions will not cause prob-
lems for QCA solutions because adding new conditions to the
analysis does not affect the correctness of previously identified
conditions. It might only result in identifying new configu-
rations associated with the newly added conditions. Fifth, the
bottom-up approach will only generate one solution type
instead of three types. QCA researchers do not have to struggle
with which solution to choose.

However, the bottom-up QCA also has limitations. First,
the false positive problem (i.e. Type I error) may affect
solutions generated by the bottom-up QCA: The configu-
rations uncovered by QCA may result from random chance
instead of reflecting meaningful set-theoretical relationships
(Braumoeller, 2015; Gibson & Vann Jr, 2016; Krogslund
et al., 2015). Therefore, researchers should use some tools
(e.g. R packages “braQCA” and “QCAfalsepositive”) to
reveal the possibility that generated configurations are
spurious. Second, the bottom-up approach only improves
QCA’s sufficiency analysis and does not address the
weakness of QCA’s necessity analysis in fuzzy-set data. For
example, QCA can only make necessity statements quali-
tatively, ignoring variations in degree (Vis & Dul, 2018).
QCA researchers have not achieved a consensus on how to
integrate necessity analysis with sufficiency analysis results.

A recommended approach to combine sufficiency and ne-
cessity results in QCA is to use necessary condition analysis
(NCA) to compute levels of conditions that are necessary for
the outcome >0.5 because the presence of the outcome is
defined as a set membership score >0.5 in fuzzy-set data
(Dul, 2020). Then, researchers can meaningfully combine
sufficiency and necessity analyses by integrating NCA’s
necessity results into QCA’s sufficiency analysis (Ding,
2022; Dul, 2020; 2021).

Study 2: Empirical Demonstration Using a
Simulated Data Set

In Study 2, we aim to provide an empirical demonstration of
QCA’s bottom-up approach, showing data analysis steps in
detail. We use a simulated data set from Swiatczak (2021)’s
study. This data set has the feature of limited diversity, noise,
and varying frequency. The main reason for choosing the data
set is that it is close to the real-world data because the real-
world data used by empirical QCA researchers are far from
perfect (Baumgartner, 2021; Rohlfing, 2016; Schneider,
2018). Table 2 displays the data set with three causal con-
ditions (i.e. A, B, and C), one outcome (i.e. Y), and the number
of each primitive complex configuration (i.e. n).

Using the R package QCA (Duşa, 2019b), we conducted a
bottom-up search strategy following the previous procedures
in the sufficiency analysis. For comparison with the results of
the different approaches, the same value of 0.75 for the raw
consistency threshold was specified. A case frequency of 1 for
the bottom-up approach was specified as the criteria. Only
conditions that meet the two criteria can be considered part of
the solution formula. This new approach first checks whether
any single condition is sufficient for the outcome. Table 3
shows that when A, B, and C are present, they each can
guarantee the outcome’s presence. Therefore, the presence of
the three single conditions should be considered minimally
sufficient conditions.

Then, it tests whether the conjunctions of two condi-
tions can lead to the outcome. In this step, the conjunc-
tions that are subsets of previously identified solutions are
excluded from the analysis because all of them are re-
dundant. Therefore, in subsequent analysis, we exclude
“AB,” “AC,” “Ab,” “Ac,” “aB,” “aC,” “Bc,” “BC,” and
“bC.” Results show that every configuration composed of
two conditions cannot meet the three standards
simultaneously.

Next, the sufficiency analysis for the conjunctions of three
conditions shows that the combination of three conditions (i.e.
“abc”) is insufficient for the outcome. The most complex com-
binations have been examined at this step, and the sufficiency
analysis ends. In total, the new approach finds that “A,” “B,” or
“C” alone can guarantee the presence of the outcome. Therefore,
the solution formula derived from the bottom-up approach should
be “A + B + C → Y.” Each condition is a minimally or
redundancy-free sufficient condition for the result. Overall, the
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solution produced by the new algorithm reaches a raw consis-
tency of 0.833 and coverage of 1.

Table 4 presents different results generated by CNA and
QCA’s top-down and bottom-up approaches. Such a com-
parison clearly shows their differences in methodological
approaches and search targets. Swiatczak (2021) sets the
consistency and coverage thresholds for CNA to 0.75 and the
consistency cutoff for QCA to 0.75. CNA produces two
models fitting equally well for the data, showing model
ambiguity. Since the search target of CNA is slightly different
from QCA, we mainly focus on comparing the differences in
solutions derived from the top-down and bottom-up ap-
proaches of QCA.

Three requirements relevant to QCA’s correctness are
sufficiency, necessity, and completeness. First, all the
conditions generated pass the desired consistency thresh-
old. However, the top-down QCA fails to meet the ne-
cessity and completeness. From Table 3, it is clear that
conditions “A,” “B,” or “C” alone can lead to the presence
of the outcome because each of them can fulfill the con-
sistency threshold independently. Only the bottom-up
approach seems to guarantee the goal of QCA and gen-
erate solutions that satisfy the three requirements. In this
case, both QCA-PS and QCA-CS fail to reveal this true
causal structure. For QCA-CS, both conditions are re-
dundant. The first condition (i.e. “AB”) is not redundancy-

free because “A” or “B” alone can lead to the outcome. The
second condition (i.e. “Ac”) also contains redundant ele-
ments because it is still sufficient for the outcome when
condition “c” is removed from this condition. For QCA-PS,
it omits the other two redundancy-free sufficient condi-
tions, failing to achieve completeness.

The new approach of QCA can achieve sufficiency and
completeness because it tests sufficiency for every single
condition and every possible configuration; it can also achieve
necessity as the bottom-up search strategy guarantee that
identified solutions are automatically redundancy-free. The
bottom-up algorithm hasn’t been integrated into current QCA
software, but researchers can get the same results using the
function superSubset in R packageQCA. When we specify the
relation as “sufficiency”, the function will output “all im-
plicants which are subsets of the outcome, and similarly
eliminates the redundant ones and return the surviving
(minimal) subsets (Duşa, 2021, p. 41).” Therefore, researchers
can use specific functions of the R packageQCA to identify all
the minimally sufficient conditions in a given data set.

Study 3: Empirical Demonstration Using a
Real-World Data Set

Study 3 has two main objectives. First, we aim to illustrate the
applicability of the bottom-up approach in different settings. We
use a real-world fuzzy-set data set, different from a simulated
crisp-set data set used in Study 2. Second, we illustrate that
researchers can use specific functions of R packages to derive
results identical to those generated by the bottom-up approach
because QCA software specifically designed to perform the
bottom-up approach is currently unavailable.

The data set is from Ding (2022)’s study, in which he
explores how combinations of six conditions lead to high
levels of national innovation performance. For simplicity and
clarity, we only included four conditions. We renamed the
condition variables as “A-D” and the result variable as “Y.”
Using the R package QCA, we first ran the top-down approach
(i.e, a truth table and Boolean minimization) to derive QCA-

Table 3. Procedures of Sufficiency Analysis by the Bottom-Up Approach.

Steps Conditions Consistency Case Frequency

Step 1: Conducting sufficiency analysis for single conditions A 1.000 10
B 0.786 14
C 0.833 12
a 0.385 13
b 0.444 9
c 0.455 11

Step 2: Conducting sufficiency analysis for the conjunctions of two conditions ab 0.000 5
ac 0.000 6
bc 0.444 9

Step 3: Conducting sufficiency analysis for the conjunctions of three conditions abc 0.000 5

Note. Case frequency means the number of cases with a membership score over 0.5 in this condition.

Table 2. Data Set With Limited Diversity, Noise, and Varying
Frequency.

A B C Y n

1 1 1 1 5
0 1 1 1 5
1 1 0 1 1
1 0 0 1 4
0 1 0 0 1
0 0 0 0 5
0 1 1 0 2

Source: Swiatczak (2021).
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PS and QCA-CS. Then we use the superSubset function in the
R package QCA to derive all the minimally sufficient con-
ditions. Table 5 presents the results. Reproduction materials of
Study 3 can be accessed via the same link provided in Study 1.

Although the bottom-up QCA’s solution set as a whole is not
sufficient, each condition included in the solution is minimally
sufficient for the outcome’s occurrence. The bottom-up QCA
generates four minimally sufficient conditions, highlighting the
flaws of solutions generated by the QCA’s top-down approach.
QCA-PS and QCA-CS are not correct because they produce
conditions that contain unnecessary components or omit some
minimally sufficient conditions for the outcome. The findings
indicate that the bottom-up approach is a better choice for
finding redundancy-free sufficient conditions than the top-down
approach.

Conclusion

Many scholars have uncritically employed QCA to analyze
causality complexity despite growing debates and controversies
around QCA’s methodology (Haesebrouck & Thomann, 2021).
The current QCA follows a top-down search strategy, which
could induce many causal fallacies. We found evidence sup-
porting this argument in Study 1. Although the similarities and
differences between QCA and CNA have attracted researchers’
attention, few have realized that CNA’s bottom-up search
strategy can also be used in QCA’s sufficiency analysis
(Swiatczak, 2021). We have discussed such a methodological
possibility in this article. Using two empirical demonstrations, we
show that the bottom-up approach is guaranteed to identify all the
minimally sufficient conditions, thus making it a better choice for
QCA users. Although a program specifically designed for

bottom-up QCA is currently unavailable, researchers can use
specific functions of R package QCA to get the same results.
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