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Lifting the curtain: Strategic visibility
of human labour in AI-as-a-Service

Gemma Newlands

Abstract

Artificial Intelligence-as-a-Service (AIaaS) empowers individuals and organisations to access AI on-demand, in either

tailored or ‘off-the-shelf’ forms. However, institutional separation between development, training and deployment can

lead to critical opacities, such as obscuring the level of human effort necessary to produce and train AI services.

Information about how, where, and for whom AI services have been produced are valuable secrets, which vendors

strategically disclose to clients depending on commercial interests. This article provides a critical analysis of how AIaaS

vendors manipulate the visibility of human labour in AI production based on whether the vendor relies on paid or unpaid

labour to fill interstitial gaps. Where vendors are able to occlude human labour in the organisational ‘backstage,’ such

as in data preparation, validation or impersonation, they do so regularly, further contributing to ongoing techno-utopian

narratives of AI hype. Yet, when vendors must co-produce the AI service with the client, such as through localised AI

training, they must ‘lift the curtain’, resulting in a paradoxical situation of needing to both perpetuate dominant AI hype

narratives while emphasising AI’s mundane limitations.
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Introduction

In the current zeitgeist of research into artificial intel-

ligence (AI), academic interest has largely focused on

AI as an abstract sociotechnical phenomenon, or as

embedded in major platforms such as Facebook,

Google or Twitter. However, this focus has overlooked

the widespread growth of commercial AI-as-a-Service

offerings (AIaaS), where organisations access specific

AI capabilities via cloud computing (Casati et al., 2019;

Parsaeefard et al., 2019; Tubaro et al., 2020). Enabling

organisations to scale their AI usage based on strategic

requirements, AIaaS can range from conversational

bots to knowledge mapping, computer vision and

speech recognition. While AIaaS adoption in organisa-

tions continues apace (Vesa and Tienari, 2020; von

Krogh, 2018), a complex AI production ecosystem

has emerged which connects vendors, clients, develop-

ers and data workers through both informal and

formal ties.
Yet, AI production remains shrouded in what

Costas and Grey (2014, 2016) refer to as organisational

secrecy. Information about how, where, and for whom

AI services have been produced are valuable secrets,

which vendors strategically disclose to clients depend-

ing on commercial interests. The societal imagination

of AI is fuelled by fantasy more than reality, driven by

media depictions of AI that can do everything

(Giuliano, 2020; Selbst, 2017). As such, corporate soci-

otechnical imaginaries (Hockenhull and Cohn, 2021)

construct understandings of how AI services ought to

function effortlessly in order to trigger investment,

foster innovation, and sell services (Pettersen, 2019).
Observing an industry-wide strategy to de-

emphasise the human factor in AI production,

Tubaro (2021) claims that, ‘corporate communication

highlights the role of technology, not human contribu-

tion, especially in the AI industry’ (Tubaro, 2021: 13).

However, accurate identification of where human sub-

jectivity enters AI production is essential since engi-

neers and AI production workers infuse AI systems
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with values and normativities (Elish and Boyd, 2018;

Grosman and Reigeluth, 2019). Moreover, such iden-

tification is necessary to safeguard the environmental

and social sustainability of AI production (Villena and

Gioia, 2018).
Drawing on Daniels’ (1987) concept of invisible

work as that which ‘disappears from our observations

and reckonings’ (403), I offer a critical analysis on the

human labour involved in AI production. Specifically,

I explore how this labour is often rendered either invis-

ible or hypervisible through a vendor’s organisational

practices (Rabelo and Mahalingam, 2019). I argue that

where vendors are able to occlude human labour in the

organisational ‘backstage’ (Goffman, 1959), such as in

data preparation, validation or impersonation, they do

so regularly, further contributing to ongoing techno-

utopian narratives of AI hype. Yet, when vendors

must co-produce the AI service with the client, such

as through localised AI training, they must ‘lift the

curtain’, resulting in a paradoxical situation of needing

to both perpetuate dominant AI hype narratives while
emphasising AI’s mundane limitations.

This vendor-centric approach thus advances ongo-

ing discussions on labour in AI production, which have

so far focused on micro-work or social media platforms

(Bechmann and Bowker, 2019; Grosman and

Reigeluth, 2019; Tubaro et al., 2020). Where possible,

I have also drawn on examples from the Nordic AIaaS

ecosystem, in order to highlight the efforts of regional

AI development and to counterbalance the gravitation-

al orbit of North American companies in academic

research. Centering on the Global North also high-
lights ongoing global inequalities in AI production,

where localised AI production is highlighted while

remote production is often occluded.
The rest of the paper is structured as follows. After a

contextualising review of both organisational secrecy

and AIaaS, I will address three critical processes of

strategic visibilisation. For the first process, I will

detail how the AIaaS vendor performs strategic secrecy

in the ‘organisational backstage’, obscuring the AI pro-

duction labour upstream in the AI supply chain

(Villena and Gioia, 2018). Indeed, the AI supply
chain can be conceptualised as the chain of collection,

curation and custody of data from source to model,

passing through the hands of potentially infinite num-

bers of data workers, data brokers and data scientists

on the way. Yet, mirroring opacities encountered even

in supply chains for quotidian products such as bread,

socks or pain medication, uncovering even the identity

of upstream (data) suppliers can be impossible due to

commercial secrecy and the complexity of global net-

works. Because this labour is purchased by the vendor

or performed by intra-organisational members, the

vendor is able to obscure the details and render much
of it invisible to the client.

For the second process, I explore how the necessity
for AI co-production with organisational clients means
that vendors must ‘lift the curtain’ and explain in clear
terms how much mundane human effort is involved in
AI production. Because this labour must be co-opted
from the client organisation to make the AI function as
promised, the vendor must sacrifice techno-hype for
practical reality. Nevertheless, in this section I discuss
how vendors are reluctant to dismiss techno-hype
entirely, resulting in an often conflicting and paradox-
ical situation where AI services are presented to clients
as simultaneously effortless and arduous.

For the third process, I briefly explore how clients
can also engage in strategic visibilisation when using
the AI service to interface with external customers. In
AIaaS interview services or chatbots, the vendor makes
the human involvement in training and operating the
AIaaS visible to the client. However, the client can then
render their own human labour invisible to the end
customer, thus perpetuating and benefiting from
techno-hype.

Organisational secrecy and invisible work

Organisational secrecy, defined by Costas and Grey
(2014, 2016), is the deliberate concealment of informa-
tion by actors within organisations. As both a process
and a universal sociological form, organisational secre-
cy is neither good nor bad, even though most research
to date on organisational secrecy has tended to view it
negatively (Birchall, 2011). When considering how
organisations keep certain information secret, Erving
Goffman’s (1959) dramaturgic theory of the ‘front-
stage’ and ‘backstage’ offers a useful lens through
which to view social actions and processes. In The
Presentation of the Self in Everyday Life, Goffman
(1959) describes how actors seek to give a favourable
impression in line with current societal values. Within
this framework, Goffman (1959) offers the concept of
strategic secrecy, which refers to the protection of valu-
able information, as well as dark secrecy, which refers
to the protection of shameful or dirty secrets.

Although Goffman’s (1959) theory initially referred
only to face-to-face interactions with co-present actors,
research has extended it to online (Kilvington, 2020)
and organisational settings (Manning, 2008; Whittle
et al., 2020). As such, we can observe how organisa-
tions conceal processes and information in their ‘back-
stage’, while performing impression management to
shape idealised self-presentations on the ‘frontstage’
(Ringel, 2019). The backstage, in this case, refers to
the activities and processes conducted by the organisa-
tion, while the ‘frontstage’ refers to the self-impression
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of the organisation to external stakeholders. As an
example of this, Laguecir and Leca (2019) explain
how the organisational backstage can be used to con-
ceal misconduct. To quote Whittle et al. (2020), the
‘frontstage is conceptualised as the place where a
more anodyne and sanitised version of the organisation
is presented, a version that is detached from the messy
and sometimes ‘dirty’ reality’ (5).

In the production of AI services, one element often
kept strategically secret on the ‘backstage’ is the
amount and type of labour required. Human labour,
as described by Daniels (1987), is often rendered invis-
ible by being overlooked, marginalised and under
rewarded. Although Daniels’ (1987) research on invis-
ible work is centred on domestic work, numerous
scholars have built upon her foundations to offer a
robust discourse around invisible and hidden work in
an organisational context (Otis and Zhao, 2016).
Hatton (2017), for instance, argues that work is made
invisible through cultural, legal, and spatial mecha-
nisms of invisibility, whereby sociospatial mechanisms
devalue labour through physical separation between
the worker and the observer. As with organisational
secrecy, visibilisation is also a process which is imposed
and normalised through social interaction and organ-
isational practices (Rabelo and Mahalingam, 2019). In
contrast to invisible labour, it is also important to
acknowledge the potential for hypervisible labour, pri-
marily referring to work that has an aesthetic compo-
nent of its observation (Crain et al., 2016). Although
hypervisible labour has so far focused only on aesthet-
ically pleasing labour, such as expert cooking, it pro-
vides a valuable way of also describing labour, which is
emphasised and highlighted for strategic purposes.

While visibility is complex concept, engaging multi-
ple multi-directional stakeholders (Kaplan et al., 2020),
(in)visible work must have a potential observer for
whom the work is rendered invisible or visible. In
almost every conceivable case, the worker will observe
and acknowledge that they are working, that they are
engaging in an act of production, even if they cannot
see the end results of their labour. There will also
always be epistemological gaps between the lived and
observed experience of one’s own work with the obser-
vation of others (Newlands, 2020). However, making
one’s work visible to external stakeholders offers
opportunities for recognition, esteem subjectivity and
motivation (Angella, 2016; Dashtipour and Vidaillet,
2017). By contrast, keeping work invisible to direct
supervisors can offer workers discretion in their own
labour process (Brighenti, 2007; Star and Strauss,
1999). Visibility is thus neither inherently good nor
bad, with workers always facing trade-offs in making
their work visible to different audiences (Timonen and
Vuori, 2018).

Within a digital setting, there have been a number of
discussions about how human labour has become less
visible when mediated. For instance, critical attention
has been paid to unpaid ‘digital labor’ (Scholz, 2013)
and the ‘digi-housekeeping’ necessary to maintain flex-
ible working arrangements (Whiting and Symon,
2020). Recent research has also discussed how much
work becomes invisible in data intensive science, par-
ticularly referring to cleaning and archiving datasets
(Plantin, 2019; Scroggins and Pasquetto, 2020). In
this article, however, I will focus specifically on the
labour which is made invisible or hypervisible in the
production of AI services.

AI-as-a-Service

Drawing on the technical heritage of Software-as-
a-Service, Platform-as-a-Service and Infrastructure-as-
a-Service, many organisations are adopting AIaaS,
accessing specific AI capabilities through the cloud
(Casati et al., 2019; Parsaeefard et al., 2019; Tubaro
et al., 2020). In the same way that cloud technologies
have democratised access to software, data storage and
data processing (Mosco, 2015), AIaaS empowers
organisations to access AI on-demand, in either tai-
lored or ‘off-the-shelf’ forms. In-house AI development
is costly in terms of time and money, particularly given
the scarcity of AI talent on the job market. By using
AIaaS, individuals and organisations can scale their
usage based on strategic requirements, fostering rapid
experimentation and overall reduction of return-on-
investment. Hailed as the next big wave in computing,
AIaaS is currently offered by major vendors including
Amazon Web Services, Microsoft Azure, Google
Cloud, IBM Cloud, Oracle and SalesForce. AIaaS is
also the key business model for a host of start-ups and
small-medium enterprises (Metelskaia et al., 2018).

However, most AIaaS vendors operate within com-
petitive innovation environments shaped by techno-
utopian narratives. Discourse around AI, as explained
by Giuliano (2020), imbues AI with magical, quasi-
religious notions. Promising to make life easier, to
mimic human intelligence and surpass it, aspirational
rhetorics around AI silence critics by promising that
any shortfalls will be solved in the future (Floridi,
2020). The sociotechnical imaginaries surrounding AI
(Jasanoff and Kim, 2009) are multiple and powerful,
though increasingly commodified by vendors to gener-
ate what has recently been termed the ‘corporate socio-
technical imaginary’ (Hockenhull and Cohn, 2021;
Mager and Katzenbach, 2021). From this perspective,
vendors and other industry actors generate visions of
the future full of effective and ubiquitous AI services as
a mechanism to generate increased funding
(Mützel, 2021). Indeed, company valuations are

Newlands 3



critically aligned with the technicality of their AI offer-

ing, specifically its scalability and ability to reduce

labour costs.
Nevertheless, in order to identify and acknowledge

the human labour involved in AI production, it is

important to counterbalance discourse with materiali-
ty. Despite being accessed primarily through the cloud,

it would be a fallacy to consider AI services as ‘imma-

terial media’ (Cubitt, 2017). Rather, data and technol-

ogy have an extensive material footprint (Prainsack,

2019). The metaphor of the ‘cloud’ in cloud computing

is often merely a fog that obscures the social and tech-

nical reality behind it (Wyatt, 2021).
Drawing on the ‘biography of artifacts’ approach,

we can observe that AI services, as with all technical

entities, have biographies, and different human hands

are involved in their production (Williams and Pollock,
2012). Indeed, if we briefly unpack the concept of AI

from an etymological standpoint, it is important to

acknowledge the human craft inherent in the term.

Artificial, derived from ‘artificium’ (a work of art)

and ‘artifex’ (craftsman), directly acknowledges the

human skill involved in the production. By treating

AI as a form of digital artefact crafted by human

hand, it is possible to consider its production through

long-standing discourses around production, craft and

labour; to position its creation as a critical topic of

study.
Ongoing discussions regarding the future of work

centre around whether jobs will be replaced by auto-

mation or AI, leading to widespread un- and underem-

ployment (Acemoglu and Restrepo, 2018; Lloyd and

Payne, 2019). Indeed, automation and AI technologies

are regularly implemented in order to reduce the labour

force, as discussed below with regard to chatbots and

‘digital employees’. However, an important counter-

argument is the continued reliance on hidden human

work in the production, training and execution of AI

(Bechmann and Bowker, 2019). Dataset development,

for instance, has complex chains of human labour and,

as Raisch and Krakowski (2021) describe, there is a

close intertwinement of humans and machines in the

production of AI. However, institutional separation
between development, training, and deployment can

lead to critical opacities, such as obscuring the types

of human effort necessary to produce and train AI

services. Separation between the AIaaS vendor and

the client, particularly when the AI service is con-

structed by multiple parties with expertise gaps,

means that important information can be distributed

across organisations. For strategic reasons, the vendor

may render this human involvement either invisible or

hypervisible. Building on this, I will now address the

three critical processes of strategic visibilisation.

The invisible backstage of AI production

AIaaS, particularly machine-learning based AIaaS, is

data intensive and thus labour intensive (Casati et al.,

2019; Tubaro and Casilli, 2019). Machine-learning

models must be trained with accurate, relevant, and

high-quality training datasets (von Krogh, 2018).

Cognilytica (2019), for instance, estimates that data

preparation tasks form over 80% of the time consumed

in most AI and ML projects, with the market for third-

party data labelling solutions reaching $150 million in

2018, and expected to surpass $1 billion by 2023. As

Bechmann and Bowker (2019) explain, AI production

requires layers of ‘data collection; data cleaning; data

partitioning; model selection; model training (including

tuning and assessment) and model deployment’ (1).

Types of data preparation can include semantic seg-

mentation, object detection, and image classification.

While some of these tasks can be relatively basic,

Schmidt (2019) has highlighted the increasing complex-

ity of data tasks over time. However, datasets for AI

do not emerge from thin air, nor from a vacuum

untouched by power asymmetries and commercial

interests. Since an AI model is only as good as the

data that feeds it, a nascent body of research has stud-

ied the provenance of AI datasets, defined here as

‘information about the creation, chain of custody,

modifications or influences’ (Cheney et al., 2009: 960).
Despite the crucial nature of this work for AI pro-

duction, AIaaS vendors implement strategic secrecy to

render the form and scope of data work invisible to

clients. Such ‘invisibility’ means that it goes unac-

knowledged through lack of attribution or the blurring

between human and technical achievement. Because

this data is often generated externally from the AIaaS

vendor, the work to collect and prepare it becomes

even more removed from the client’s potential view.

Researchers have identified the often haphazard meth-

ods of generating and using datasets for AI training,

referring to a ‘laissez-faire’ attitude towards data col-

lection which trades rigour for speed and accessibility

(Jo and Gebru, 2020).
However, there is further lack of visibility about

these workers because the vendor may not know the

source of the data due to data brokerage (Crain, 2018).

Data brokerage, referring to the business model of

gathering and distributing data, is usually conceptual-

ised as part of the advertising and customer-targeting

ecosystem (Yeh, 2018). Although data brokers operate

as a global infrastructure supporting the development

of AI services, the complex nature of data marketpla-

ces, where data points are repackaged and resold, make

transparency about their practices difficult to ascertain.

This is in addition to the understandable inclination of
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data brokers to maintain trade secrecy about their data
sources.

AI production operates in a global network, where
AIaaS providers, the workforce and their customers are
distributed worldwide. Yet, as with global outsourcing
elsewhere, the labour-intensive activity of cleaning,
curating and annotating datasets is outsourced to
lower labour cost countries and thus outside of the
vendor’s direct observation. Data work in AI produc-
tion is usually performed in low income countries and
poorly compensated (Tubaro et al., 2020). Indeed, such
offshoring, or ‘botshoring’, is deeply entwined in
labour inequalities. Miceli et al. (2020), conducting
fieldwork with data annotation companies in
Argentina and Bulgaria, demonstrate how the work
of data annotators is often fulfilled by poorly paid
workers. Researchers have questioned whether these
interstitial tasks, filling the gaps in AI production,
will be left to low-skilled and low-income workers
(Celentano, 2019; Tubaro and Casilli, 2019). Platform
interfaces, between vendors and data workers, in par-
ticular enable ‘entrepreneurs to imagine workers in a
better place than they actually are’ (Gruszka and
B€ohm, 2020: 4).

Artificial intelligence preparation

Needing increasing precision in data quality, AIaaS
providers and users are moving to specialised platforms
for AI data preparation such as Appen (Schmidt, 2017,
2019). Tubaro and Casilli (2019), for instance, use the
automotive industry as a case study for hidden work in
AI, pointing out how the production of data is labour
intensive but often hidden through platforms. In this
case, data preparation is conducted by individuals on
dedicated AI micro-work sites in a distributed fashion.

Yet, considerable research to date has focused on
the role of generalised crowdworking sites as hubs for
AI production (Altenreid, 2020). Gray and Suri (2019),
for example, highlight in Ghost Work how humans are
required to label mass amounts of data on Amazon
Mechanical Turk. They argue that the platform
design is engineered to anonymise workers, making
their individual contributions invisible within the
total community. Moreover, research has showed that
crowdworkers face considerable inequalities in access-
ing such work in the first place (Newlands and Lutz,
2020). Yet, this research and similar research by Irani
and Silberman (2013; Irani, 2015) predominantly focus
on the worker angle, without connecting the crowd-
work to specific vendors in a larger AI production eco-
system. This additional link between data preparation
and the vendors who are purchasing such labour war-
rants further research, since the vendors set the stand-
ards and requirements for the tasks, establishing

certain parameters of the working conditions (Miceli

et al., 2020). However, due to corporate secrecy, infor-

mation about how the datasets are gathered remains on

the ‘backstage.’
Data preparation work also increasingly occurs

through prison labour, a situation compounding ques-

tions of visibility and inequality. Examples of inmates

performing data entry work can be found in the US, a

country highly reliant on prison labour (Cao, 2019).

However, prison labour for data preparation can also

be observed in Finland. Niche languages, such as

Finnish, make data collection and preparation difficult

to outsource to lower-income countries such as the

Philippines, Venezuela or Brazil where micro-work

sites are more common. In Finland, a small group of

prisoners were hired to prepare data for an AIaaS start-

up called Vainu (Chen, 2019; Kaun and Stiernstedt,

2020). Vainu focuses on using AI to process business

related articles to identify and classify contractors and

companies by industry. While the prison workers are

referred to as ‘AI Trainers’ in the limited media cover-

age, it is evident that their tasks are basic data prepa-

ration work.

Artificial intelligence verification

While no client likely believes that the AI emerges ex

nihilo, techno-utopian rhetoric surrounding AI and

particularly machine-learning AI can lead the client

to vastly underestimate the amount of labour involved

in AI production. One facet of AI production, which is

kept particularly secret, is AI verification/validation

(Tubaro et al., 2020). Based on his recent research

into AI data workers in South America, Schmidt

(2019) has pointed out that most of the value is in val-

idation data, where ‘human cognition is needed to eval-

uate the decisions that machine-learning systems have

made’ (9). Moreover, research has pointed out how

Facebook obscures its human content moderators

(Gillespie, 2020), and how Google uses human raters

to perform quality assessments (Bili�c, 2016). The type

of validation work is also found in the use of human

labor in home assistants, such as Amazon Echo and

Google Home (Day et al., 2019; Verheyden et al.,

2019). In this case, contracted human workers listen

to audio recordings of conversations in order to

review the effectiveness of the AI. Users have genuine

privacy concerns regarding third-parties listening to

their data (Lutz and Newlands, 2021). As demonstrat-

ed by the media backlash towards such data work,

whereby users felt deceived that humans were involved

in the production, such labour is often rendered invis-

ible for strategic purposes.
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Artificial intelligence impersonation

From the perspective of the AIaaS vendor, occluded
human work is not limited to the data and the training.
Sometimes the AI can be, in fact, humans all along.
Fauxtomation, a term coined by Astra Taylor (2018)
and also referred to as ‘pseudo-AI,’ ‘forged labor’ or
‘AI impersonation’ (Tubaro et al., 2020), involves a
process of ontological obfuscation whereby technolog-
ical deficiencies are bootstrapped through the use of
human workers. Fauxtomation goes beyond the stan-
dard use of human workers to oversee AI training.
Instead, human workers secretly fulfil the tasks explic-
itly described as being AI-powered. Shestakofsky
(2017) notes how human ‘computational labor’ takes
on the function of software algorithms as one part of a
broader human-software configuration. Gulfs between
imagination and technological realities are resolved by
‘computational labor’, using secret workers in the
Philippines to perform repetitive information-
processing tasks. Yet, this displacement of computer
work onto human workers was ‘not because full auto-
mation was impossible, but because developers
believed that achieving it would be inefficient’
(Shestakofsky, 2017: 391).

Such impersonations can be viewed as a form of
‘dark secrecy’, since they represent problematic actions
firmly contained within the organisational backstage
(Costas and Grey, 2016; Goffman, 1959). We can
also understand these actions as Ringel’s (2019) ‘secrets
of imperfection,’ since they refer to inconsistencies in
private actions in contrast to expected norms. Tubaro
et al. (2020), for instance, refer to Julie Desk, a French
start up scheduling assistant that required human
workers to masquerade as the AI assistants. In this
case, the AI was supported by human work to tempo-
rarily fill the gaps between promises and reality, though
the existence of human effort was not revealed to the
clients. A similar instance of deception can be seen in
X.ai, an ‘AI’ personal assistant service which promised
to automatically scan emails, schedule meetings and
email about appointments. Here, however, human
workers had to pretend to be the AI during interactions
with clients (Richardson, 2018). A former Xai employ-
ee recounts that the company employed people to man-
ually receive and reply to emails, masquerading as the
AI assistant. In other examples, human workers boot-
strap the cognitive tasks that AI is supposed to per-
form. Expensify, for instance, used human workers to
manually process receipt data instead of using their AI-
driven ‘SmartScan technology’ (Newman, 2017;
Peterson, 2017). According to the CEO of Expensify,
the use of humans was merely ‘a technical detail’. Yet,
the insertion of humans into this process has significant

implications for data privacy since clients’ un-redacted
information was made available to third party contrac-
tors. In these few examples, the human worker is
entirely hidden from the client’s view.

In current discussions, fauxtomation has been fre-
quently conflated with the longstanding ‘Wizard of Oz’
(WOZ) HCI simulation technique (Thomason and
Litman, 2013). This technique involves a human
‘wizard’ masquerading as a putative computer system
to assess whether it has sufficient usability. However,
Fraser and Gilbert (1991), in their review of the WOZ
technique, underline that one of the pre-conditions for
a WOZ simulation is that ‘it must be possible to specify
the future system’s behaviour’ (82). Continuous beta-
stage bootstrapping of a future system, based on unde-
veloped technology, is therefore not WOZ because the
purpose of using human ‘wizards’ in fauxtomation is
not to test usability, but to replace the system altogeth-
er. Gregory Koberger, the CEO of ReadMe, conflating
fauxtomation and WOZ, is quoted as saying that faux-
tomation is ‘essentially prototyping the AI with human
beings’ (Solon, 2018). However, this statement is disin-
genuous, helping to mask a deceptive practice which
has serious consequences for users and for the workers
who must masquerade as an AI system.

The commercial incentives for hiding this labour are
evident, namely increased venture capital funding, cus-
tomer growth, and business development. As with
ongoing debates around whether certain platforms
are ‘technology platforms’ or ‘labour platforms’ (c.f.
Uber), high valuation and funding demands minimal
reliance on employees to perform vital functions. By
rushing under-developed AIaaS offerings to the
market and by making the human effort invisible, com-
panies can also test out user demand without having to
wait and invest in a finished service offering. Reflective
of how such labour is often deeply hidden in the organ-
isational backstage, evidence of its existence comes to
light primarily through workers speaking out, from
investigative reporting and research, or from the
work of NGOs.

AI co-production: Lifting the curtain

As co-creators of value, or ‘prosumers’ (Toffler, 1980),
clients are often expected to make their products or
services work (Dujarier, 2016). This can be observed
with the growth of self-service technologies (Ritzer,
2015), giving rise to concerns about the ‘overworked
consumer’ (Andrews, 2019). Active consumer partici-
pation can, however, lead to role stress and role ambi-
guity, resulting in service failure if the service does not
meet their expectations (Blut et al., 2020; Pl�e, 2016). In
a recent study, Castillo et al. (2020) have even proposed
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the possibility of co-destruction in AI-powered service

interactions due to misalignments between expectations

and reality. Any additional effort on behalf of a client

necessary to make AIaaS function properly can also

hinder uptake and cause frustration.
In many cases, AIaaS vendors must co-opt the addi-

tional labour of clients to make certain AI services

function. Often this takes the form of AI training

(Grønsund and Aanestad, 2020). Since this extra

labour is required to be provided for free, the vendor

must expose some of the reality of AI production. This

offers an interesting example of the breach between the

organisational frontstage and the backstage, since ven-

dors are limited to what extent they can draw on

techno-utopian narratives. As Costas and Grey (2016)

explain, such organisational barriers ‘are never fully

effective and may be subverted’ (83). Vendors must

therefore balance hype discourses around the described

benefits of the service with the reality of human

intervention.
Designed to be just intelligent enough to perform

specific tasks, a common manifestation of AIaaS is in

the form of ‘AI colleagues,’ ‘robot workers’ or ‘digital

employees’ (Huang and Rust, 2018). In an organisa-

tional setting, these AIaaS applications can be used

both to replace and augment human workers

(Davenport and Kirby, 2015), blurring the lines

between the human workforce and what Dholakia

and Firat (2019) term the ‘mechanized working class’

(1506). We can observe such ‘digital employees’ as a

form of AI co-production, since significant human

labour is still required to embed the AIaaS applications

into the enterprise and to keep them running (Lyytinen

et al., 2020). In this instance, there is a fascinating dis-

course between the idea of effortless AI and the reality

of continuous training by human workers.
One example is offered by a Norwegian start-up,

Simplifai. With offices in Norway, India and

Ukraine, Simplifai offers different ‘bots’ as a service,

which they term ‘digital employees’ (Simplifai, 2020a).

These bots can be ‘hired’ and are given names and

pictures such as Embla the E-mail processor, Sigve

the Tax Advisor, or Liv in Customer Support. Once

operational, these AI applications run with minimal

human intervention. However, these ‘digital employees’

require training by staff members to get running.

Simplifai’s e-mail bot, for instance, requires human

workers to ‘tell the bot the type and category of the

e-mail, what intents it has and what kinds of entities are

specified’ (Simplifai, 2020c). We can observe a thought-

provoking paradox in how Simplifai simultaneously

highlights the need for human training, while empha-

sising digital employees’ inhuman capacities. As the

CCO of Simplifai, Daniel Kohn, explains: a digital
employee:

never shows up late, never goes home, gets sick, skips

work, or leaves early to go on a trip. Instead, this loyal,

hard-working employee is always doing its job and has

infinite resources. It has up to five times greater work

capacity and works 5 to 10 times faster than a human

being. In many ways, this is the employee of your

dreams. (Simplifai, 2020b)

It is important to briefly underline here the terminolog-
ical significance of AIaaS providers utilising the terms
‘employee’ to describe a technological process.
Specifically, an employee is usually considered to be a
human in a contractual relationship with an employer,
where labour is performed for monetary compensation.
By co-opting the terminology of employment, AIaaS
providers are potentially destabilising the value and
dignity of the human work required to produce and
train the AI service. This rhetoric frames human work-
ers as somehow defective for wanting to go home at the
end of the working day. Somehow humans are not
loyal, or hard-working enough because they might
get sick (a particularly poignant phrase during a
global pandemic).

A similar example of co-opting client labour can be
observed with Memory.AI, a Norwegian AIaaS pro-
vider specialising in time-tracking. The company adver-
tises its product, Timely, as ‘Automatic time tracking.
Get the complete picture of your work day with zero
effort’ (Memory AI, 2020a). As the CEO claims ‘the
only thing our customers have to do is to hit an Accept
button and you’re done with your timesheet’ (O’Hear,
2018). However, looking closer, we can observe greater
customer effort required than merely hit ‘Accept’:

Memory AI needs input from you to get started. That

input comes in the form of the hours you log from

Memory, which tells the AI what projects you want

those memories to be associated with. The results of

that input are suggestions made by Memory AI that

you can adjust then approve or reject. What really

helps train the AI is not only the input you provide

from Memory but also adjusting and approving the

suggestions the AI makes so it can improve and

make more accurate suggestions going forward.

(Memory AI, 2020b)

In addition to manually annotating the data collected
by Memory AI, each user has to continuously train the
AI through approving or rejecting suggestions. What
is particularly interesting is the refusal by MemoryAI
to set a time limit on how much training is
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required: ‘There is no set amount of time before

Memory AI starts working. Memory AI will start

learning your logging behavior as soon as you’ve

logged your memories for the first time. The more

you log, the faster you will receive suggestions’

(Memory AI, 2020b).
Further exemplifying this notion of co-production is

Iris.ai, a Norwegian start-up offering an AIaaS scien-

tific researcher. As advertised on Iris.ai’s website, ‘Iris.

ai helps you to map out an overall landscape around

your research challenge as well as build a specific read-

ing list covering the papers that you should actually

spend time on reading’ (Iris.ai, 2020a). However,

making Iris.ai function requires a significant outlay of

time on behalf of the client.

Step 1: ‘Write out the problem you are trying to solve

in your own words., Use the visual maps to gain an

overview of your problem., Use the hierarchy editor to

fine-tune your map results., Bookmark papers and

maps for later visits.’

Step 2: ‘Pull together your corpus, Select include/

exclude concepts, Select include/exclude topics,

Manually verify the results.’ (Iris.ai, 2020b)

In these two steps, it is evident that Iris.ai demands

extensive human intervention to generate useful results

from the AI. Yet, what is particularly interesting is how

Iris.ai adopts anthropomorphic language to create a

notion that the AI is an independent agent being

‘helped’ by those involved in its production. For exam-

ple, Iris.ai is trained using an evaluated annotation set

from a community of volunteer AI trainers. As

explained by the company, ‘Iris.ai, the young AI scien-

tist, is ready to start her first grade . . . . She can’t figure
out the world by herself. She needs your help!’ (Ritola,

2016).

Extending the backstage

When AIaaS vendors must involve the human labour

of clients to co-produce the AI service, the role of

human intervention is thus made hypervisible.

However, in cases where clients use the AIaaS as an

intermediary between themselves and customers, such

as through interview services or chatbots, we can

observe an interesting extension of the ‘backstage’ out-

wards. In these cases, clients themselves can engage in a

form of strategic secrecy to obfuscate the level of

human effort involved in the AI. Without the require-

ment to co-opt customer labour, the clients can simi-

larly draw on techno-utopian concepts of AI as being

effective and unbiased.

Interview services

Currently, there are a number of AI-based interview
services on the market. One of these, HireVue, is a
US-based video platform which uses algorithms to
assess answers and facial expressions. Seedlink, based
in Amsterdam, also asks candidates to answer ques-
tions on a smartphone and uses AI to analyse language
for cultural fit.

TengAI, a Swedish HR start-up founded in 2019,
uses machine learning to power an interview robot
and recruitment assistant (TengAI, 2020a). TengAI’s
main market offering is the promise of an unbiased
interview experience, as well as a socially-distanced
interview option suitable for the Covid-19 pandemic.
However, the company simultaneously emphasises the
commercial benefits of reducing labour costs. As they
emphasise, it is ‘possible to interview more candidates
since TengAI can perform 4 times faster and 7 times
more robot interviews than a human recruiter’
(TengAI, 2020b). In terms of the process, TengAI
requires their enterprise clients to tailor the AI param-
eters, the ‘TengAI Performance Indicator’, to the spe-
cific hiring requirements (TengAI, 2020c). These
parameters are then used to assess candidates and pro-
vide a shortlist. However, the interview process retains
critical gaps where human effort is made internally
hypervisible.

Firstly, TengAI gives the client the opportunity to
combine the AI’s performance scores with a manual
scoring of interview audio. In addition, TengAI
emphasises that the HR team can ‘conduct personal
interviews with final candidates to ensure motivation
and drive’ (TengAI, 2020c). Although the TengAI
experience is emphasised as being unbiased and AI-
driven, particularly towards interviewees, the process
retains a considerable level of human subjectivity. In
company documentation, TengAI (2020d) emphasise
that their process shifts ‘the subjectivity along in the
process (where it is less damaging). The in-depth assess-
ment will still be done by an experienced recruiter
trained in unbiased recruitment’ (TengAI, 2020d).
This balance of human and AI can be understood
through a power lens, since organisations want to
retain control rather than surrender full autonomy
over hiring decisions to an AI.

Yet, we can observe the extension of the ‘backstage’
by the client, through the contrast between the inter-
viewee and interviewer understanding of the AI service.
While the client organisation is fully aware that the
interview process is full of human labour and subjective
choices, the interviewee is given the impression that the
process is more automated. Interview processes are
critical for initial socialisation and to lay the psycho-
logical contract between employers and potential
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employees. By hiding the human subjectivity in the
process behind a robotic face, organisations are poten-
tially risking the interview’s success as a socialisation
mechanism, while only gaining a small reduction in
their bias (depending on how the assessment parame-
ters are coded). Moreover, as with the use of AI-based
CV screening, AIaaS interview experiences may alien-
ate and dehumanise potential applicants (Buranyi,
2018). What organisations do gain, however, in such
an AIaaS adoption and the occlusion of the human
subjectivity, is a reduction in labour costs and the rep-
utational benefits of being AI-driven and unbiased.

Chatbots

One of the most prominent channels of AIaaS adoption
in enterprise is the use of chatbots to replace and aug-
ment front line employees (FLEs), such as customer ser-
vice agents (Xiao and Kumar, 2019). Chatbots enable
rich interactions with people, triggering the view that
they are social entities (J€orling and B€ohm Paluch,
2019). Yet, although advances in chatbot technology
have continued apace, chatbots offer limited functional-
ity to users without manual training by dedicated work-
ers (Følstad and Brandtzaeg, 2017). Chatbots otherwise
remain incapable ofmaking sense of nuance, meaning or
social relationships (Chakrabarti and Luger, 2015;
Pantano and Pizzi, 2020).

There are two key types of human workers necessary
to make chatbots function: chatbot trainers and chat-
bot operators. Although the terminology used varies
between vendors, chatbot trainers can be understood
as those workers who manually train the chatbot,
determining parameters and validating responses.
Chatbot training is key for implementation (Kvale
et al., 2019) and for best results, chatbot training is a
continuous process which must be undertaken within
the client organisation. Chatbot operators, by contrast,
are the FLEs who work alongside the chatbot in
answering customer queries. In the majority of cases,
organisations are using chatbot AIaaS as a form of
complementary augmentation (Davenport et al.,
2020). Rather than the chatbot taking full control,
FLEs and chatbots work together and ‘handover’ cus-
tomers between them. In both these cases, since the
additional training must be co-opted, the necessity for
human labour is emphasised by the vendor.

As an example of the value of making AI training
hypervisible, Norwegian chatbot vendor Boost.ai
boasts of more than 1500 certified AI trainers. While
offering a ‘self-learning AI,’ they explain that:

To achieve this unparalleled consistency, it requires not

just the very best natural language technology but also

the expertise of human customer service staff. Existing

employees can translate their extensive knowledge of

your company’s products and services into a new role

called the ‘AI Trainer’ that is responsible for training

and maintaining the virtual agent. Imagine the poten-

tial of a virtual agent that never sleeps, combined with

the wealth of experience of your most competent cus-

tomer support staff. (Boost.ai, 2020)

In this case, the AI Trainer is essential in writing dia-
logue for the chatbot, but also in shaping the chatbot’s
personality and validating its decisions. Rather than
hide this labour away, they highlight it, offering an
AI Trainer conference, an AI Trainer knowledge
base, and an ‘Advanced AI Trainer course’ (Boost.ai,
2018). Yet, Boost.ai does not hide the key market value
of their service: the ability to reduce labour costs by
having a virtual agent that never sleeps.

This hypervisibility of the chatbot trainer labour to
the client, however, is contrasted to the often obfuscat-
ed nature of the chatbot operator labour to the end
customer. Frequently, end customers are unable to
tell whether they are communicating with a chatbot
or a human operator. Here, the client is able to use
the AI service to create their own ‘backstage’, which
blurs the line between AI and human labour for their
own commercial benefit. However, during critical inci-
dents when chatbot users want immediate or sensitive
responses, chatbots are unsuitable and their use can
cause frustration and anger among users. As Castillo
et al., (2020) demonstrate, customers feel deceived if
they interact with a chatbot rather than a human
agent, feeling like the enterprise is unwilling to provide
adequate resources to deal with them.

Addressing this widespread practice, BotXO, a
Danish chatbot provider, emphasises the importance
of ‘Bot Operators’. Rather than merging the chatbots
with the human operators, BotXO emphasises the
importance of building trust between customers and
business by advertising the ontological status of the
chatbot:

It is also essential to have your bot admits its own limits

and shortcomings, when an error or understanding

occurs . . . . You can easily prevent this by always provid-

ing the customer with the choice of getting transferred

from chatbot support to human customer support, in

case a chat goes south. Make your bot admit that it is,

indeed, just anAI bot that is still learning. Thiswill give a

more personal touch and will reduce the risk of the user

feeling alienated or angered. (BotXO.ai, 2020)

By encouraging client disclosure of a bot’s shortcomings
and the option for human customer support, BotXO
pursues strategic commercial incentives of reducing cus-
tomer frustration. By downplaying the bot’s capabilities
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and making the human labour hypervisible, clients can
thus retain the benefits (labour cost reduction) while
avoiding the negatives (customer frustration).

Conclusion

The commercial growth of AIaaS in recent years con-
tinues to shape many individuals’ direct experience
with AI, whether in terms of enterprise solutions, cus-
tomer service or time-saving technologies. Yet, while
human effort remains essential in AIaaS at every
stage of its production and deployment, not all
human effort is rendered visible in the same way.
Within this article, I have therefore used Goffman’s
(1959) dramaturgic lens of the ‘backstage’ to under-
stand how human labour is rendered visible or hyper-
visible in AI production. In essence, AIaaS vendors
manipulate the visibility of human involvement in AI
based on whether the AIaaS vendor must co-opt paid
or unpaid labour to fill the remaining gaps.

When vendors must co-opt unpaid labour from cli-
ents to make AI services function, such as through
localised chatbot training or user validation of
output, AIaaS vendors emphasise the limitations
of the AI service and highlight the importance of
human-involvement. For instance, the valorisation of
chatbot trainers highlights how the AIaaS vendor and
user must co-produce the eventual service. An empha-
sis on interviewer subjectivity and control in AI inter-
view applications enables the client to benefit from the
notion of AI, while retaining full human control over
the process.

By contrast, where the AIaaS vendors make use of
paid workers ‘behind the curtain’, such as in data prep-
aration or vendor-situated fauxtomation, they are able
to commercially benefit by emphasising the technical
wizardry and rendering the workforce invisible. By
paying for the labour that feeds the AI, vendors
are thus able to make that very labour invisible.
A Norwegian AIaaS company, for instance, can thus
market itself as a local exemplar of Nordic innovation,
while outsourcing the entire technological development
to India or Eastern Europe and its data supply chain to
South America.

While this article has focused on the dynamic visi-
bility between vendors and clients, it cannot be over-
stated how complex the formal and informal networks
have become among different stakeholders in the AI
production ecosystem. Going forward, it is pertinent
to continue to research AI production from multiple
angles, perspectives, and contexts. This strategic ren-
dering of AI production raises several key issues
which deserve further research.

Firstly, there are ethical concerns regarding how to
ensure transparency and accountability when using

externally developed AI applications, where the client

cannot access, query, nor understand how AI-derived

decisions are made (Felzmann et al., 2019). Intellectual

property rights and technical skill gaps can restrict even

powerful clients from understanding how their AIaaS

operates, a particularly worrying prospect if off-

the-shelf AI solutions are rolled out in essential

public services.
Secondly, there are commercial concerns which only

intensify as the gap between hype and reality widen. If

AIaaS is advertised as effortless and quasi-magical, but

relies on the flow of human sweat more than the flow

of electric currents, then companies may have to be

careful with dissatisfied customers or consumer protec-

tion agencies.
Thirdly, there are labour concerns. AI production

operates in a global network, where AIaaS providers,

the workforce and their customers are distributedworld-

wide. While identifying how work is hidden in AI pro-

duction, it is essential to identify where the workers are,

and whose work is being hidden. Itemised acknowledge-

ment of the role of data-workers is not feasible, nor is it

probably desirable by the workers themselves to have

their names attached to the infinite variety of AI solu-

tions deriving from their data-work. However, general

acknowledgement, from an industry and societal level,

of the role of data-workers and the reliance of AIaaS on

such data work, could enhance the prestige, salary, and

recognition of the work. As an emerging industry,

AIaaS vendors can set the benchmarks for adequate

conditions, compensation and recognition commensu-

rate with the actual work contributed.
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