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Abstract 
 

The present thesis sought to explore the role of emotions and reason in ethical 

decision-making. To explain why and how individuals engage in unethical 

behavior I also investigated the mediating effects of moral disengagement. In 

addition, I measured the decision-making style of participants to better understand 

the impact it might have on ethical decision-making. Primarily the hypothesized 

model described the relationship such that deliberate decision-making mode 

would lead to more unethical decision-making, mediated by moral disengagement. 

To put my hypotheses to the test, using a between-subjects experimental design 

with two treatment groups, participants were presented with scenarios with an 

ethical dilemma and were instructed to use either their heart (affect) or brain 

(reason) when making decisions in the scenarios. The results show significant 

differences between the affect and reason treatment, in support of affect yielding 

more ethical decision-making than the reason treatment. However, the mediation 

model did not yield significant results, although a significant relationship between 

moral disengagement and ethical decision-making was found. Lastly, decision-

making style conditionally interacted with the manipulation such that the 

deliberate decision-makers were more ethical than the intuitive ones, but only in 

the affect treatment. The findings in this thesis contribute to the field of judgment 

and decision-making, painting a potentially more nuanced picture of ethical 

decision-making. Furthermore, I hope the results here can be a catalyst for future 

research integrating the role of moral disengagement into the debate of emotional 

or reasoned ethics. 
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1.0 Introduction 

 A number of corporate scandals the last couple of decades has sparked an 

interest in how and why seemingly normal people engage in unethical behavior. 

The financial crisis of 2008 was a great example of how rational self-interest can 

spiral out of control and cause a great number of individuals to behave in what 

many might consider very unethical behavior. Some argued that the global 

financial crisis was in part due to corporate psychopaths who display a lack of 

conscience, few emotions, and an inability for empathy towards others (Boddy, 

2011). Researchers have conducted a number of thorough investigations to 

explain the determinants and processes of unethical decisions (J. J. Kish-Gephart 

et al., 2010; Tenbrunsel & Smith‐Crowe, 2008; Treviño et al., 2006). However, 

still much remains unclear about how and why we behave unethically. So, why is 

it that seemingly ordinary people make decisions that they know are unethical, 

and can differences in how individuals make decisions explain why some engage 

in more unethical decisions than others?  

When it comes to decision making, the standard normative theory of 

intelligent choices involves deliberate and conscious analysis as the key to making 

the best choices (Kahneman, 2012). When it comes to moral psychology and 

ethical decision-making, this has been the prevailing idea as well (Kohlberg, 

1963a; Piaget & Gabain, 1965; Turiel, 1983). Throughout history, philosophy and 

the worship of reason have been tightly linked (Haidt, 2001). The Scottish 

philosopher Hume, was one of few who opposed reason as the sole and chief 

guide to moral judgment, and proposed instead that morality was akin to 

aesthetics in that it was based on an “immediate feeling and finer internal sense” 

(Hume, 1777, p. 4). Nonetheless, German philosopher Kant (1959/1785), refuted 

Hume’s emotivist perspective, and Kant’s theory has been the most dominant with 

a much more significant impact than that of Hume, namely the rationalist ethical 

theory (Kant, 1959/1785). 

More recent studies by researchers whose stance was within the rationalist 

perspective on ethical decision-making found evidence for the exact opposite, that 

it was in fact, emotions and impulses which drove ethical decision-making (J. J. 

Kish-Gephart et al., 2010; Zhong et al., 2010). Although Zhong et al.’s (2010)  

hypotheses were in support of a rationalist perspective, such that more 

deliberation should yield more ethical decision-making, they actually found that 
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more deliberation on ethical dilemmas led to less ethical decisions. To follow up 

his finding in 2010, Zhong (2011) did a study where participants were primed to 

make decisions based on deliberation or intuition. Zhong (2011) found that a 

deliberate and analytical mindset in decision-making, as opposed to a more 

intuitive decision-making mindset, led to more unethical behavior. This indicates 

that there can be ethical dangers of deliberate and analytical decision-making. 

So, how do individuals make judgments and decisions when faced with 

dilemmas of ethics and morality? The prevailing narrative has been that ethical 

decisions are made through a deliberate and rational decision-making process. 

Despite that, Haidt (2001) proposed a social intuitionist model of moral judgment 

as an alternative to rationalist models. In contrast to most prior models of ethical 

decision-making, Haidt proposed that moral judgment is an intuitive and 

automatic process of reaching a judgment, which is then followed by post hoc 

reasoning seeking to justify the intuitive judgment that is already made. In 

addition to taking the stance that moral judgment is a result of intuition and post 

hoc reasoning, the model also emphasizes social and cultural influences on our 

moral judgment (Haidt, 2001). Nevertheless Haidt’s (2001) approach represents a 

different perspective to the prevailing one in ethical decision-making, namely one 

that emphasizes affect and intuition in ethical decision-making as opposed to 

reasoning. 

In a similar vein, but with a different approach, Damasio (1994) 

discovered, by studying patients with damage to the ventromedial prefrontal 

cortex (VMPFC), that emotional centers of the brain play an important role in 

individuals’ ability to make value-based decisions, including decisions of morality 

and ethics. To explain the role emotions, have in our decision-making, Damasio 

(1994) provided the somatic marker hypothesis, which emphasizes the important 

signals our emotions represent for decision-making. There is no doubt that 

emotions can negatively influence our decision-making with the many biases that 

exist in how we perceive, judge, and make decisions (Kahneman, 2012). 

However, the absence of emotions turns out to be potentially just as dangerous 

(Damasio, 1994). 

Thus, emotions seem to play an important role in ethical decision-making 

as they can represent signals of right and wrong. Exploring this relation further is 

the key focus of the present study. By looking at the effect of emotional versus 
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rational approaches to ethical decision-making, I hope to gain further 

understanding of the potential importance of emotions when it comes to morality 

and ethics. 

Though there are some studies suggesting that operating rationally and 

deliberately can lead to more unethical decisions, few, if any, studies have 

explored precisely why rational decision-making can produce more unethical 

behavior. One of the ways researchers have explained unethical behavior among 

seemingly ordinary people is through the use of rationalizations. More 

specifically, it has been shown that unethical behavior can be enabled by moral 

disengagement (Detert et al., 2008), a cognitive mechanism that decouples our 

internal moral standards from how we construe our behavior, which renders said 

standards ineffective (C. Moore, 2015). Moral disengagement can therefore 

explain why and how otherwise good people can end up engaging in unethical 

behavior (Bandura, 1999). Newman et al. (2020) reviewed the relation between 

moral disengagement and the many corporate scandals that have been researched 

in the past decades, illustrating that the phenomenon potentially explains how we 

can engage in unethical behavior without feeling distressed. Considering moral 

disengagement as a form of rationalization, it would be interesting to see whether 

there is a greater tendency to engage in moral disengagement when a more 

rational and deliberate decision-making mode is active. 

 

2.0 Research Question  

 

To investigate the effect of different decision-making approaches, on ethical 

behavior, and the role of rationalization processes such as moral disengagement, 

the research question is formulated as the following, “What is the relationship 

between the way we make decisions, through affect or reason, the use of moral 

disengagement, and ethical decision-making (Ethicality)?” 

 This research question should allow me to investigate the relationship 

between the way people make decisions, whether its deliberate or affective, and 

the extent to which they engage more or less in moral disengagement and 

consequently whether they behave ethically or not. 
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3.0 Literature Review 

 

In this section I will review relevant literature primarily concerning ethics, 

ethical decisions-making, and moral disengagement. 

3.1 Ethics 

Discussing ethical decision-making, requires a foundation of ethics in 

general to better understand the perspectives, how they interact with moral 

dilemmas, and how they might connect to modern psychology. 

3.1.1 Moral Philosophy & psychology 

 In moral philosophy, we can generally distinguish between utilitarian and 

deontological approaches to normative ethics. Utilitarianism considers the moral 

choice the one that maximizes utility or pleasure (Kvalnes, 2019). Utilitarianism is 

also distinguished by impartiality and agent-neutrality, so the good “I” experience 

counts the same as anyone else‘s (Driver, 2014). Deontology, however, 

determines what is morally right by checking the qualities of the actions against 

certain rules which then constrain your potential actions (Bartels, 2008). The best 

way to illustrate the differences between these two schools of moral philosophy is 

through moral dilemmas. The most famous of which is arguably the trolley 

dilemma (Foot, 1967), wherein you have to decide to flip a switch or not, where 

flipping the switch means you save five people, but your action kills one person. 

Flipping the switch would create the most amount of good (the utilitarian choice) 

since five people are saved while one person is killed. The other option is to 

refrain from action out of principle (the deontological choice), which means five 

people die and one survives. In the footbridge problem (Thomson, 1985), 

however, the only way to save the 5 people is to push a fat man down from a 

bridge and onto the railway. People tend to think that flipping a switch to save 

five people, but killing one is acceptable, but that pushing a man from the bridge 

to his death is wrong (Bartels, 2008). Deontologically speaking, killing someone 

in both dilemmas is wrong, but from a utilitarian perspective, the morally right 

thing to do is to kill one person to save five in both scenarios. Though most would 

have a hard time admitting that pushing a man from a bridge is the morally right 

thing to do. 
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Moral dilemmas that create conflict between these deontological and 

utilitarian perspectives can often come up in our professional as well as in our 

personal lives. An example of such a conflict could be a manager having to fire an 

employee, a situation wherein the manager does not want to cause harm, but also 

wants to serve the greater good of the company. In such situations, people will 

often appeal to utilitarian logic to justify harm done to others, known as 

“necessary evils” (Molinsky & Margolis, 2005). When carrying out those 

necessary evils, causing harm to another human being in the pursuit of a greater 

good, people tend to try to detach themselves emotionally and display behavior 

lacking in interpersonal sensitivity (Lee & Gino, 2015). Some studies have shown 

that people who engage in more deliberative thinking will make more utilitarian 

judgments (J. D. Greene et al., 2004). Furthermore, J. D. Greene et al. (2004) 

explain that their neuroimaging and behavior results indicate that emotional 

responses are what drives us to disapprove of personal moral violations and that 

deliberate thinking, in the form of cognitive control processes, can override those 

emotional responses in favor of personal moral violations if the benefits 

sufficiently outweigh the costs. Building on that, Lee & Gino (2015) found that 

utilitarian decisions were more frequent among participants who were asked to 

suppress their emotions as opposed to when they did not regulate their affect.  

 

3.1.2 Defining Ethical Behavior 

The biggest crux of ethical decision-making is perhaps the difficulty in 

defining what is ethical and what place making a definition has in social sciences 

(Tenbrunsel & Smith‐Crowe, 2008). Several authors argue that it is beyond social 

science to make any definitions. Ferrell & Gresham (1985) are an example who 

explicitly stated that their concern was with examining determinants and contexts 

of ethical decision-making in the managerial process and not with advocating a 

moral doctrine. Tenbrunsel & Smith‐Crowe (2008, p. 549) cited Warren and 

Smith-Crowe, who described the issue of defining ethics faced by researchers as 

the following. “… researchers only want to predict and describe ethical behavior, 

but in doing so, they must define what is ethical, and, therefore, they must be in 

some sense prescriptive” Nonetheless, there are those that venture to make such 

steps. Jones (1991) provided the following definitions: “An ethical decision is a 
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decision that is both legally and morally acceptable to the larger community. 

Conversely, an unethical decision is a decision that is either illegal or morally 

unacceptable to the larger community” (p. 367). Jones (1991) admits that this 

definition is imprecise and relativistic. Treviño et al., (2006) provided the 

following definition: “individual behavior that is subject to or judged according to 

generally accepted moral norms of behavior.” (p. 952). This definition accounts 

for unethical behaviors, such as lying, cheating or stealing, as well as ethical 

behavior that reach a minimal moral standard such as honesty or obeying the law. 

The definition additionally comprises ethical behavior beyond a minimal standard, 

such behaviors as charitable giving and whistleblowing. In the quest for a 

definition one might seek guidance in moral philosophy, where Deontological 

theories could prove to be best suited for classifying a dependent variable, since 

right or wrong is defined a priori, and is thus a construct that remains constant 

across contexts (Kant, 1959; Rawls, 1999). Nevertheless, to make ethical 

decision-making easier to work with a general definition that can be used is “… 

general dishonesty, such as cheating or lying” (Dubois et al., 2015, p. 5). For the 

purposes of this study the unethical act of cheating will be the primary focus, 

which is coincidentally somewhat easier to establish and recognize as an unethical 

act. 

 

3.1.2.1 Cheating 

In the field of behavioral ethics the study of dishonest behavior in the form 

of cheating has seen increased interest (Bazerman & Gino, 2012; Gino & Shalvi, 

2015; Mazar et al., 2008). Cheating can be defined as “behavior accruing benefits 

to the self that violates accepted standards or rules” (Shu et al., 2011; see Jones, 

1991, for a similar definition). In the literature cheating and dishonest behavior or 

dishonest gain is usually discussed about somewhat interchangeably (J. D. Greene 

& Paxton, 2009; Mazar et al., 2008). Evidence suggests that a considerable 

proportion of individuals evaluate the potential gains and become more inclined to 

behave dishonestly as incentives increase (Hilbig & Thielmann, 2017). There are 

also various potential costs to cheating, such as sanctions and punishment as 

external costs (Becker, 1968). However, external costs and benefits do not 

accurately predict cheating behavior (Bazerman & Gino, 2012; Fischbacher & 

Föllmi-Heusi, 2013). Psychological approaches seem to paint a more accurate 
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picture by including the internal or psychological costs of cheating and dishonest 

behavior in the pursuit of personal gain (Bazerman & Gino, 2012).  

Mazar et al. (2008) found that the decision to cheat incurs a threat to the 

moral self-image an individual has, thus people engage in cheating for profit, but 

only to a certain extent. This way they can retain a postive self-image and even 

regard themselves as equally honest as someone who did not engage in dishonest 

behavior at all. This phenomenon can likely be explained by processes for 

alleviating cognitive dissonance, which will be explained later on in the literature 

review. Regardless of the influence of external and internal costs on decisions to 

cheat, it has been shown that incentive size does matter for ethical decision-

making (Hilbig & Thielmann, 2017). Thus, understanding the decision-making 

process might help in understanding how and why individuals come to behave 

unethically. 

 

3.2. Ethical decision-making 

Despite how widespread and prevalent unethical behavior is (C. Moore et 

al., 2012), individuals generally do care about behaving ethically (Aquino & Reed 

II, 2002). So, the question is primarily how and why it is that many still engage in 

unethical behavior. Moral and ethical decision-making has typically been viewed 

through the lens of rationality, assuming that people make a deliberate and 

conscious analysis when making decisions involving ethics (Tenbrunsel & Smith‐

Crowe, 2008). Deliberate decision-making has a very strong normative 

connotation to it, in that it is largely assumed to be the same as better decision-

making (Zhong, 2011). Many pages are dedicated to helping people make better 

decisions by being more rational, systematic, and analytical (Kahneman, 2003; 

Tversky & Kahneman, 1974). The rational approach is rarely challenged and 

permeates the underlying assumption of decision models, namely that decision-

makers ought to be deliberate and analytical (D. A. Moore & Flynn, 2008). 

However, researchers increasingly argue for emotion’s in moral judgments and 

ethical decision-making (Damasio, 1994; Haidt, 2001; Teper et al., 2015). 

3.2.1. Rational Decision-making 

The rationalistic perspective on ethical decision-making assumes it is a 

process of rational deliberation. The weight of the rationalistic perspective on 
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ethical decision-making is said to be largely influenced by Kohlberg‘s (1963) 

model of moral development, where he sees morality as a function of reason and 

cognition (Haidt, 2001; Zhong, 2011). More specifically, he stated that “moral 

reasoning is the conscious process of using ordinary moral language” (Kohlberg et 

al., 1983). Building on Galotti‘s definition of reasoning, Haidt (2001) provided a 

definition of moral reasoning as the following: “conscious mental activity that 

consists of transforming given information about people in order to reach a moral 

judgment” (p. 818). Conscious process here means intentional, effortful, and 

controllable. Though Kohlberg saw ethical decision-making as a very conscious 

and non-affective process, he did account for emotions in his model, though 

emotions were seen as neither moral nor immoral, moral mechanisms were purely 

cognitive in nature (Kohlberg, 1971).  

 Kohlberg (1963) outlined three cognitive levels that indicate level of 

maturity in moral judgment, namely the pre-conventional, conventional, to the 

post-conventional level. The three levels can be described as the following. In the 

pre-conventional level moral reasoning is almost entirely egocentric and tends to 

judge morality based on physical (e.g., punishment) or hedonic consequences. At 

the conventional level morality is judged on the basis of societal views and 

expectations, here the influence of norms and societal conventions is strong. The 

post-conventional level of thinking (principled thinking) sees individuals as 

separate entities from society “who believe that laws should be obeyed not as rigid 

dictums but as ways to promote general social welfare” (Zhong, 2011, p.2). 

Moving from pre-conventional to post-conventional means you move from 

relying on personal reactions (e.g., fear of punishment) to judging based on 

abstract reasoning.  

The rationalistic tone has pervaded in the research on ethical decision-

making, where the process is seen as systematic and calculative (Treviño et al., 

2006). Rest‘s (1986) model of moral judgment follows a similar pattern in that it 

requires moral awareness and intent in the process of reaching a moral decision. 

Though Kohlberg did acknowledge the role of emotion in early moral 

development, he considered post-conventional reasoning as the most sophisticated 

wherein an impartial point of view is assumed (Narvaez, 2010). However, the 

position of the rationalist approach to ethical decision-making has been 

questioned as more recent studies show that biases, as well as intuition and 
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emotion can have an impact on ethical decisions, which cannot easily be 

reconciled with the rationalist approach (Tenbrunsel & Smith‐Crowe, 2008). 

 

3.2.2. Biased Decision-making 

 Ethical decision-making like all other forms decision-making can be 

influenced by biases. Biases in our perception of the world cause us to make 

inaccurate judgments, ethnocentrism and stereotypes lead us to put too much 

weight on our own values and beliefs and judge them as superior to others. 

(Tenbrunsel & Smith‐Crowe, 2008). Framing, for example, has been shown to 

have a demonstrated effect on ethical decision-making, in which “decision makers 

engaged in more unethical behavior if a decision was presented in a loss frame 

than if the decision was presented in gain frame” (Kern & Chugh, 2009). Trust in 

authority, stemming from an authority heuristic (Darley et al., 2001), can 

sometimes lead us astray and result in unethical behavior (Milgram, 1974). 

Illusions of superiority, self-serving perceptions of fairness, and overconfidence 

lead us to believe that we are more ethical than we are, think our assessments are 

more accurate than they might be and believe that the “fair” solution is the one 

that serves us the most (Tenbrunsel & Smith‐Crowe, 2008). In sum, ethical 

thinking and behavior are prone to the same mental processes and pitfalls as our 

thinking and behavior outside the realm of ethics (Bazerman & Messick, 1996). 

As such, our understanding that the ethical decision-making process is a rational 

one is at the very least flawed. Even if we believe we are making rational choices, 

we could be influenced by a wide range of heuristics and biases. 

 

3.2.3. Affective Decision-making 

 A growing body of literature challenges the fact that ethical decision-

making is rational and proposes instead that it is affective, as claimed in Haidt‘s 

(2001) Social Intuitionist Model. The central claim of the model is that moral 

judgment is caused by quick moral intuitions, which is followed by ex post facto 

moral reasoning (Haidt, 2001). Haidt’s (2001) model describes a process wherein 

the first step is an intuitive moral judgment that appears in consciousness 

automatically and effortlessly. This judgment is then followed by a post hoc moral 

reasoning, an effortful process that primarily searches for explanations for the 
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already made moral judgment. Later comes the stages of social and cultural 

emphasis as individuals will aim to justify their stance to others by verbalizing 

their reasoning. The last of the four primary stages of the model is concerned with 

social persuasion, wherein the influence of others on the individual is 

acknowledged. 

Moral judgment is defined by Haidt (2001) as “evaluations of the actions 

or character of a person that are made with respect to a set of virtues held to be 

obligatory by a culture or subculture”. Moral reasoning, as defined by Haidt 

(2001), is a conscious mental activity that, in accordance with Galotti‘s (1989) 

definition of reasoning, specifically excludes gut reactions, sudden flashes of 

insights, one-step mental processes, etc. Moral intuition, on the other hand, can be 

defined as “the sudden appearance in consciousness, or at the fringe of 

consciousness, of an evaluative feeling (like-dislike, good-bad) about a person or 

event without any conscious awareness of having gone through steps of weighing 

evidence, crafting evaluative arguments, or inferring a conclusion” (Haidt & 

Bjorklund, 2007, p.188).  

Initial empirical support for the Social Intuitionist Model was based on 

scenarios that evoke feelings of disgust (Haidt et al., 1993). An interesting 

illustration of the link between morality and feelings was provided by Zhong & 

Liljenquist (2006) who found that moral transgressions “feel dirty”, wherein being 

reminded of prior unethical behavior made participants feel a greater need to 

physically clean themselves. While Haidt (2001) simply states that the process of 

reaching moral judgment is an intuitive one, that is the limit of his proposal, he 

does not necessarily argue that affect makes you behave more ethically, though 

there are some who argue that emotion can lead to more ethical decision-making 

(Martineau et al., 2020; Zhong, 2011).  

 Damasio (1994) presented another approach to illustrate how emotions 

play an important role in decision-making through the study of patients who 

suffered from ventromedial prefrontal cortex (VMPFC) damage, which causes the 

loss of emotional responsiveness in a general sense. By studying patients with 

damage to the VMPFC, Damasio (1994) found that despite the patients showing 

no reduction in reasoning or knowledge about moral rules and norms, they 

showed no physiological response to pictures that would normally arouse strong 
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skin conductance in people without brain damage. Patients’ response was similar 

how psychopaths respond to such experiments. 

The loss in emotional responsiveness meant that although the patients had 

normal reasoning abilities, they were unable to make adaptive, value-based 

decisions in both practical and moral contexts and were thus more likely to 

display antisocial behaviors (Bechara et al., 1994, 1996; Damasio et al., 1990). 

When describing one of the patient’s relation to decision-making, Damasio (1994, 

p. 51) stated: “I began to think that the cold-bloodedness of Elliot‘s reasoning 

prevented him from assigning values to different options and made his decision-

making landscape hopelessly flat.” Similarly, Greene & Haidt (2002) found that 

people who had suffered neurological damage to the parts of the brain that handle 

emotions had decreased abilities for moral reasoning.  

In describing the role of emotion in decision-making, Damasio (1994) 

outlined his somatic marker hypothesis. According to this hypothesis, bodily 

signals represent important information about the right course of action. The 

signals themselves are based on learning, and emotional responses have been 

connected to predicted future scenarios associated with the given choices in the 

course of action. A somatic marker is essentially a sensation in our body, a 

feeling, that is associated with a given option and its related outcome. Those 

feelings have been connected to a predicted future outcome through learning. 

Thus, when juxtaposed to a future outcome, a negative somatic marker will 

function as an alarm bell, and a positive somatic marker will function as an 

incentive. Damasio (1994) saw the Somatic Marker Hypothesis as contrary to the 

“high reason” view on decision-making, which is that decision-making is best 

done through formal logic and rational processing that is separated from emotions. 

By listening to the signals from the somatic markers, Damasio (1994) argued one 

could increase the accuracy and efficiency of the decision process. Furthermore, 

Damasio (1994) stated that “somatic markers do not deliberate for us. They assist 

the deliberation by highlighting some options (either dangerous or favorable) and 

eliminating them rapidly from subsequent consideration.” (p.174). By providing 

an automated detection of the most relevant aspects of a scenario, somatic markers 

reduce the need for us to sift through them in our own analysis. But more 

importantly, the research done by Damasio and his colleagues suggests the vital 

role that emotions play in making ethical decisions and how the lack of emotions 
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can produce more unethical behavior. A point that illustrates the critical difference 

different modes of decision-making can yield in ethics and morality. 

There are some activities outside the realm of ethics where the 

involvement of intuitive processing produces better results than rationality and 

reason. Ambady & Rosenthal (1993) found that students can form accurate 

impressions of a teacher‘s skills and performance in half a minute, even if they 

cannot recognize or articulate what gave them their impressions. Sometimes our 

choices are made based on unconscious factors which are hard to articulate, and 

thus we might opt for a more recognizable explanation that is more readily 

available to us, such as the color of a product or its shape. Wilson & Schooler 

(1991) found that people who were asked to think more deliberately about their 

preferences opted for products of poorer quality than those who based their choice 

on intuition. The idea is that spending more time explaining why they like a 

particular choice may cause them to place too much value on nonoptimal criteria 

rather than the more important criteria, which are more immediately apparent. 

Zhong et al. (2010) found similar results for ethical decision-making, in that the 

more deliberation time participants had, the less ethical were the choices they 

made. Thus, our ability to make ethical choices might depend on criteria which 

are influenced by emotion and intuition rather than factors available through 

conscious deliberation (Haidt, 2001; Zhong, 2011). 

 

3.2.4. Differences in Decision-making 

 The distinction between rationalistic ethical decision-making and more 

intuitive moral judgment corresponds with dual-processing models of reasoning 

such as thinking-conceptual-logical versus intuitive processing (Jung, 1968), 

extensional versus heuristic processing (Tversky & Kahneman, 1983) and System 

1 and System 2 (Stanovich & West, 2000). These models distinguish between 

automatic, largely unconscious, quick, intuitive, and more emotionally charged 

processing (System 1 or Type 1 processing), with rational, slow, conscious, 

deliberate, analytical, rule-based processing, also known as System 2 or Type 2 

processing (Stanovich & West, 2000; Zhong, 2011). The rule-based aspect of 

System 2 processing might explain why priming economic schema, wherein 

rational self-interest is a rule of conduct, produces less compassion (Molinsky et 

al., 2012). Some have induced intuitive decision-making with time pressure and 
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found that it increased cooperation (Tinghög et al., 2013). Similarly, Foerster et al. 

(2013) found that participants were more honest when they were asked to report a 

dice roll immediately as opposed to when they had more time.  

In addition to different decision-making processes, there are individual 

differences in how much we rely on intuition and deliberation when making 

decisions (Gärtner et al., 2022). Individual differences describe a disposition in 

the individual (Allport & Odbert, 1936), which can interact with induced states 

(Betsch & Kunz, 2008). Decision-making style has been found to correlate with 

specific personality traits, underscoring the trait-like characteristics. Betsch (2004) 

found that a preference for deliberation was correlated with the personality trait 

conscientiousness, and intuition with extraversion and openness to experience. 

Combining the previously mentioned differences in decision-making, 

Gärtner et al. (2022) sought to investigate the joint effect of induced decision 

processing (i.e., affect or reason) and individual differences in decision-making 

styles on prosocial behavior. Through a series of commonly used incentivized 

games (prisoner’s dilemma game, public goods game, trust game, dictator game), 

Gärtner et al. (2022) found that the affective decision-making mode increased 

prosocial behavior. Decision-making style, however, did not impact prosocial 

behavior, nor did it have an interaction with decision-making mode. 

 

3.4. Moral Disengagement 

 While the fact that relying on either emotional or rational modes of ethical 

decision-making can have an impact, it does not tell us much about why or how 

you can behave unethically whilst being rational. Although insight into the 

cognitive processes that happen during decision-making in ethics can explain how 

we make unethical choices, the connection to any specific mode of decision-

making is not established. Here I will discuss the literature on a well-established 

cognitive process of rationalizing unethical behavior, namely moral 

disengagement. 

Originally described by Albert Bandura in his social cognitive theory 

(Bandura, 1986), moral disengagement is a cognitive mechanism that decouples 

our internal moral standards from how we construe our behavior, rendering our 

internal standards ineffective and countering any self-sanctions that would have 
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occurred (Bandura, 1990; Bandura et al., 1996). The concept of moral 

disengagement builds heavily on prior work on rationalization (Cressey, 1953) 

and neutralization (Sykes & Matza, 1957), concepts that similarly illustrate how 

individuals can explain and justify their unethical behavior (Newman et al., 2020). 

The reason individuals may feel the need to rationalize is due to the discomfort 

they feel and that they seek to alleviate. This discomfort is due to experienced 

cognitive dissonance, a cognitive process that occurs when our beliefs about 

ourselves are at odds with our behavior (Shu et al., 2011). Cognitive dissonance 

can be defined as “an experience in which individuals encounter psychological 

discomfort when they simultaneously have thoughts that are in conflict with each 

other” (Atingdui, 2011, p. 380). 

Moral disengagement refers to eight cognitive mechanisms which all 

facilitate unethical behavior without feeling distress (C. Moore, 2015). 

Specifically, the eight mechanisms are moral justification, euphemistic labeling, 

advantageous comparison, displacement of responsibility, diffusion of 

responsibility, disregard or distortion of consequences, dehumanization, and 

attribution of blame (Bandura, 1991, 1999; Bandura et al., 1996). These 

mechanisms overlap significantly with rationalization mechanisms highlighted in 

prior work on the concepts (Ashforth & Anand, 2003). 

The eight mechanisms fit into four categories of “loci”: Behavioral, 

agency, outcomes, and victim (Bandura, 1999) (See table 1 for an overview). In 

the behavioral locus, moral justification is the first of three, and “moral 

justification is the process by which immoral conduct is justified as being 

acceptable by the perpetrator, in that it serves a social or moral purpose” 

(Bandura, 1999). Next is, Euphemistic labeling, which is a form of verbal 

sanitization of the immoral act to make it more acceptable. An example provided 

by Bandura (1999) is how military operations frequently describe civilian deaths 

as “collateral damage”. Advantageous comparison makes the immoral conduct 

seem more acceptable by comparing it to perceivably worse conduct (Newman et 

al., 2020). In the agency loci the perpetrator will rationalize the ways in which 

they make sense of their own choices and actions. Displacement of responsibility 

is one of these mechanisms, wherein the perpetrator will argue that they are not 

responsible for the immoral act and instead that an external force or someone 

higher up in the organizational hierarchy is to be blamed (Bandura, 1999). 
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Diffusion of responsibility is another mechanism where the perpetrator is 

unwilling to take on responsibility for the immoral behavior of a group by virtue 

of the perpetrator not feeling personally responsible. The loci of outcomes include 

one associated mechanism, namely disregard or distortion of consequences. The 

perpetrator will simply choose to ignore the harm that they have caused, make it 

out to be less severe than it actually is, or contend that there was no harm done at 

all (Bandura, 1999). The last locus focuses on how the perpetrator addresses the 

victim of the immoral act. Bandura (1999) refers to dehumanization as the 

perpetrator treating the victim as being worthy of harm or being less human than 

others. The second mechanism in this locus is attribution of blame, which allows 

the perpetrator to relieve themselves of responsibility by casting blame onto 

others, typically the victim, for the immoral act. 

Bandura proposes that the mechanisms occur in a specific order, a linear 

process wherein one can only get to the last loci and the associated mechanisms 

by progressing through the others, however, this has not been confirmed or 

disconfirmed by research (Newman et al., 2020). 

 

 

 
 

Table 1. Loci and mechanisms of Moral Disengagement (Adapted from Newman 

et al., 2020). 

 

 Bandura argued that moral disengagement could explain why seemingly 

ordinary people can engage in unethical behavior without apparent guilt or self-

censure (Bandura, 2015). Broadly speaking, moral disengagement has been linked 

to unethical decision-making (for reviews, see Detert et al., 2008; Newman et al., 

2020). Newman et al. (2020) reviewed the myriad of unfavorable outcomes at the 

organizational, group, and individual level of moral disengagement. Some of the 
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mentioned individual level outcomes in organizations were unethical pro-

organizational behavior, cheating, social loafing, interpersonal deviance, 

delinquency, workplace harassment, and employee silence. There is also research 

illustrating some of the antecedents of moral disengagement, more specifically, 

empathy and moral identity are inversely related to moral disengagement, whereas 

trait cynicism and chance locus of control are positively related to moral 

disengagement (Detert et al., 2008). Interestingly organizational identification has 

also been found to be an antecedent of moral disengagement (Chen et al., 2016). 

 

3.4.1. Recent Reconceptualization of Moral disengagement 

 In their recent article, Schaefer & Bouwmeester (2021) challenge how 

moral disengagement is now conceptualized, stating that initially, moral 

disengagement was conceptualized as a process through which people reconstrue 

unethical behaviors with the effect of deactivating self-sanctions, and thereby 

clearing the way for ethical transgressions. Although Bandura primarily discussed 

moral disengagement as a process, it is now usually conceptualized as a trait (C. 

Moore, 2015). This is a lack of consistency in conceptualization which has also 

been noted in a recent review (Newman et al., 2020).  

As a trait moral disengagement represents a propensity to morally 

disengage. As described by Detert et al. (2008) “some people will be more 

predisposed to moral disengagement than others” (p. 374). Consistent with the 

social-cognitive perspective on personality (Cervone & Shoda, 1999), Bandura 

did view a tendency to morally disengage as a result of a “triadic reciprocal 

causation” (Bandura, 1986), wherein cognition, behavior, and environment 

interact and determine each other. Nonetheless, conceptualized as a trait it still 

goes against such an interaction because “as a trait, it does not operate selectively, 

but it represents a general and rather stable entity” (Schaefer & Bouwmeester, 

2021). Specified further dispositional moral disengagement is a “relatively stable 

characteristic of a person—an attribute, enduring process, or disposition—which 

is consistently manifested to some degree when relevant, despite considerable 

variation in the range of settings and circumstances” (Messick, 1987, p. 5). 

Whereas as a process moral disengagement should be captured as a state variable 
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“conceptualized as temporary conditions of mentality or mood, transitory levels of 

arousal or drive, and currently evoked activity or process” (Messick, 1987, p. 6). 

 Ultimately, Schaefer & Bouwmeester (2021) posit that the literature is 

overly liberal and mixes two distinct constructs, process moral disengagement and 

the propensity to morally disengage (individual difference), thus creating 

ambiguity in the findings. The authors (2021) also state that the current definition 

is too conservative in that it perpetuates defining moral disengagement through 

eight psychological mechanisms, which narrows our understanding of the 

phenomenon. They argue that we should be open to the idea that there might be 

more mechanisms than just the eight. To address the problems, Schaefer & 

Bouwmeester (2021) states: 

We propose to define process moral disengagement intentionally 

(specifying the necessary and sufficient conditions for correct application 

of the term) as intrapsychic cognitive reasoning processes through which 

people selectively reconstrue a moral judgment “behavior B by actor A is 

morally wrong” and shift it toward becoming “behavior B is not morally 

wrong” or “actor A is not responsible for behavior B.” 

 Schaefer & Bouwmeester (2021) present a two-dimensional graphical 

representation of process moral disengagement as seen in Figure 1, where one 

dimension is reconstruing morality and the other is reconstruing agency. 
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Figure 1. Process moral Disengagement (open inventory) (adapted from Schaefer 

& Bouwmeester (2021)). 

 

3.5. Research gap 

 The important role of emotion and intuition, and the potential pitfalls of 

deliberation in ethical decision-making are topics that have increasingly been 

presented in research over the last decade (Martineau et al., 2020; Teper et al., 

2015; Zhong, 2011; Zhong et al., 2010). However, little research has been done to 

illustrate the role of moral disengagement in the discussion of rational versus 

affective ethical decision-making. Moral disengagement has been shown to be 

related to unethical decision-making (Newman et al., 2020), but the link between 

decision-making mode and moral disengagement is not clear. 

 

 

4.0 Methodology 

In this chapter, I will discuss the methods and research approach used in 

this thesis. From describing the overall design, the hypotheses, manipulating the 

independent variable, different measures used, and data analysis. 
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4.1. Research Design 

A quantitative method approach was used to test the hypotheses and gather 

data. Quantitative research is informed by objectivist epistemology, and it 

emphasizes the measurement of causal relationships between isolated variables 

based on a priori theory and deductive reasoning (Bell et al., 2018; Yilmaz, 

2013). Given that this study seeks to determine the relationship between 

predictors, mediator, moderator, and a dependent variable, this research approach 

seems most appropriate. 

In order to establish a cause-and-effect relationship, this study utilized an 

experimental design (Trochim & Donnelly, 2001). More specifically, this study 

utilized a between-subjects experimental design with two treatment groups, one 

with affective decision-making mode manipulated and the other with rational 

decision-making mode manipulated.  

All the materials were taken from published research on ethical decision-

making (Gärtner et al., 2022; Zhong et al., 2010) and moral disengagement (Shu 

et al., 2011), and were used in their original form with the exception of vignette 1, 

which was altered slightly to explain the meaning of the word “cramming” as 

most respondents would not be native English speakers (See Appendix D for 

alteration). 

As stated previously the research question for this thesis was “What is the 

relationship between the way we make decisions, through affect or reason, the use 

of moral disengagement, and ethical decision-making (Ethicality)?” This research 

question should guide the investigation of how different decision-making modes 

relate to moral disengagement and ethical decision-making, along with the 

influence of individual differences in decision-making styles. To investigate the 

research question, the following hypotheses were formulated: 

 

Hypothesis 1. Manipulation induced Decision-making mode (i.e., being instructed 

to rely on one’s “Heart” or on one’s “Brain”) will influence the Ethicality of 

decision-making 

 

Hypothesis 1a. Deliberative (“brain” condition) decision-making mode 

will produce less ethical choices relative to the affective (“heart” 

condition) decision-making mode. 
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Hypothesis 2. The relationship between Rational decision-making mode and 

Ethicality will be mediated by moral disengagement. 

 

Hypothesis 3. Moral disengagement will have a negative relationship with 

Ethicality. 

 

Hypothesis 4. Individual differences in decision-making style (tendencies for more 

intuitive vs. more deliberative thinking) will not interact with the manipulation 

(“heart” vs. “brain” condition). 

 

 Decision-making mode refers to the different ways we make decisions, as 

discussed in the literature review, one being affective and the other rational. 

Ethicality refers to the score of how ethical or unethical the decision participants 

make in given scenarios are. This will be explained further later in the chapter. 

 

4.2. Participants & Sampling 

 For this study non-probability sampling in the form of convenience 

sampling was utilized. Although not ideal (Bell et al., 2018), this sampling 

method was used due to limited resources for more appropriate sampling methods. 

Participants were reached through social media posts and direct messages. The 

study was titled “Decision-making and Decision-making style” with a general 

description of the study that did not explicate the specific purpose of the study. A 

priori the goal for this study was to have a sample of 250 participants. A total of 

248 participants accessed and started the survey. However, only 162 participants 

finished the survey in its entirety. As a measure to improve data quality, the 

survey included an attention check at the end of the survey, which would filter out 

participants based on whether they read the attention check question thoroughly. 

14 participants did not pass the attention check and were thus removed from the 

dataset, leaving the dataset with 148 participants. The subjects of the study were 

50% male (N= 74), and 50% female (N= 74). The age range was 18 – 84, with a 

mean age of 28.9 years (SD= 9.66) and most participants were highly educated, 

holding a Bachelor‘s Degree (N=69), Master‘s Degree (N=64), PhD or higher 

(N=1), with the rest holding degrees from Middle School (N=1), High School 
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(N=9), and Trade School (N=4), with the mode among participants being to hold a 

Bachelor‘s Degree. 

 

4.3. Experimental Design 

I designed an online survey using the questionnaire software Qualtrics. In 

a between subjects design, subjects were randomly assigned into the two 

treatments, either affective- or rational decision-making mode, which instructed 

participants to make their decisions based on affect or reason with direct 

instructions intervention (Horstmann et al., 2010). The Ethicality of participants’ 

decision-making was measured through their answers to vignettes. I also included 

self-report measures of moral disengagement and individual differences in 

decision-making style.  

 

4.4. Manipulation 

Originally adapted from Levine et al. (2018), I used an identical 

instruction for inducing specific decision modes as those used by Gärtner et al. 

(2022). To induce the desired decision-making mode, the affect treatment 

instructed participants to rely on their emotions (but not their reasoning) when 

making decisions in the scenarios, while the reason treatment instructed 

participants to rely on reason (but not their emotions). Participants in the affect 

[reason] treatment received the following instructions. 

«Sometimes people make decisions by using reason and relying on their brains. 

Other times, people make decisions by using emotion and relying on their hearts.  

Many people believe that the heart [brain] is the part of our body that is 

most connected with good decision-making. When we feel with our hearts [think 

with our brains], rather than think with our brains [feel with our hearts], we make 

emotionally [rationally] satisfying decisions.  

In this part of the experiment, please make your decisions by relying on 

your heart [brain], rather than your brain [heart].» 

The last sentence of the manipulation was repeated after each scenario 

text, right above the four choice options, to remind participants of the instructed 

decision-making mode right before making a decision.  
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4.5. Measures 

4.5.1. Vignettes 

 Research in business ethics generally relies on one of two methods, direct 

questions or vignette-related questions (Hyman & Steiner, 1996). Though 

vignettes or scenarios are a useful way to examine how people make decisions, 

there is an issue of generalizability as certain choice scenarios may be unrealistic 

(Weber, 1992). However, in comparison with direct questions, vignettes offer 

some advantages for researching ethical behavior. Hyman & Steiner (1996) 

explain that vignettes provide greater realism by offering contextual factors that 

approximate real-life decision-making and furthermore provide standardized 

stimuli to all participants, something which enhances internal validity, 

measurement reliability, and replication possibilities. On the basis of what has 

been discussed, this study will therefore utilize vignettes as a method for 

investigating ethical decision-making. 

 Consistent with recommendations, this study utilized already developed 

and tested scenarios (Weber, 1992). In order to examine the effects of reasoning 

on ethical choices, I used vignettes created by Zhong et al. (2010). The original set 

of vignettes included a wide variety of different situations relating to behaviors 

that serve individuals’ own self-interest. The remaining scenarios described 

situations wherein individuals could take advantage of others‘ benevolence, while 

some had the focus on individual‘s responses to unexpected opportunities for 

gains or losses (Zhong et al., 2010). The ones utilized in this study may be best 

categorized as measuring individuals‘ responses to adventitious gains or losses in 

an organizational context. Stated differently, participants were given an 

opportunity to cheat for their own gain. One of the vignettes used describes the 

following scenario: 

 

You work for a large high tech company that has been segmented into 

similar but competing depart- ments. Two teams from your company are 

working independently on the same project. In order to motivate the 

teams, the CEO will give the team that finishes first a substantial monetary 

bonus. Your team is almost finished, but you’ve hit some pro- gramming 

difficulties and have made little progress for a week. While sitting at a 
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nearby café, you overhear some people discussing your programming 

conundrum. It occurs to you that this is the other team and that they have 

just solved a similar problem. You realize that your team could really use 

what you are now hearing without the other team knowing. What do you 

do? (Zhong et al., 2010, p. 336). 

 

The scenarios include four choices which are ranked according to how 

much they benefit the respondent decision-maker at other‘s cost (i.e., Ethicality). 

For instance, in the scenario above, participants were given the following four 

options ((score 1 – 4), 4 being the highest/most ethical): take notes and use them 

(1), take no notes, but listen carefully and use what you remember (2), ignore their 

conversation (3), or leave without listening any further (4). The Ethicality 

rankings were validated in a pretest done by Zhong et al., (2010), which also 

provided average (normative) Ethicality ratings for the behavioral options. 

Consequently, the ethical ranking of the choice options in the scenarios is pre-

defined and the same ranking will be used for the analysis. The ranking will be 

used for the operationalization of Ethicality, which will be the accumulated sum 

gathered from the value (1-4) of the choices made by participants. Although 

Zhong et al., (2010), had a scale of 1-7 for each choice, I will be using a scale of 

1-4 as participants are not ranking all choice options as done in the study by 

Zhong et al (2010), but rather choosing one single option. As such, the relative 

distance between the options will not be captured when only one option is chosen. 

In any case, the greater the sum, the more ethical a participant’s responses are.  

Zhong et al. (2010) provide a total of 12 vignettes, but for this study 2 

vignettes was used to reduce the length of the survey as too many scenarios can 

have a negative effect on participant‘s completion of the survey (Weber, 1992). 

Order of choice options were randomized, although previous research did not find 

any impact of ordering of ethical choices versus unethical choices (Zhong et al., 

2010). The vignettes used were chosen based on the prevalence of cheating in the 

scenarios, based on the fact that the measure for moral disengagement was 

contextualized to cheating. 
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4.5.2 Moral Disengagement Measure 

For this study, moral disengagement will be measured to aim to explain 

how much it mediates the relationship between the independent variable 

(decision-making mode) and the dependent variable ((un)ethical behavior). The 

decision to treat it as a mediator is informed by C. Moore (2015, p. 201), who 

states, “if moral disengagement is a process; it should be studied as a mediator. If 

moral disengagement is a trait, it should be studied as a moderator.” I expect 

moral disengagement to be aroused during the process of making a decision 

wherein the individual will try to justify an unethical choice. A process that can be 

described as “theoretically and conceptually, a mediator should be a responsive 

variable that changes within a person” (Wu & Zumbo, 2008, p. 373). 

 Process moral disengagement helps us understand how people choose 

unethically and live with themselves (Bandura, 2015). In the case of this study, 

the aim is to measure moral disengagement as a cognitive process occurring 

during their engagement with the scenarios. As such, in this study moral 

disengagement is conceptualized as a process, and thus must be studied as a 

mediator (C. Moore, 2015). Studying moral disengagement as a process requires 

the use of context specific scales (Schaefer & Bouwmeester, 2021). Thus to 

achieve conceptual accuracy, this study utilized a Moral Disengagement Cheating 

Scale (Shu et al., 2011) to measure moral disengagement in participants when 

responding to two ethical scenarios related to cheating. This scale includes 6 

questions, where participants are asked to state to what extent they agree or 

disagree with statements like “sometimes getting ahead of the curve is more 

important than adhering to rules”. The goal being to better understand how 

ordinary people justify their unethical behavior (cheating) through the use of 

moral disengagement and whether there will be a connection between decision 

mode and moral disengagement. 

 

4.5.3. Measurement of Individual Differences in Decision-Making Style 

Individual differences in processing or decision-making style were 

measured with the Unified Scale to Assess Individual Differences in Intuition and 

Deliberation (USID, Pachur & Spaar, 2015). This measure is said to address some 

of the weaknesses of other measures, such as the Preference for Intuition and 
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Deliberation scale (PID, Betsch, 2004), and the Rational-Experiential Inventory 

(REI, Pacini & Epstein 1999) (Gärtner et al., 2022). The participants were asked 

to rate 32 statements on a 5-point Likert Scale according to how well the items 

describe how they make decisions in life in general. The statements are divided 

into four categories: intuitive, spontaneous, reasoned, and knowledge-based 

decision-making. The measure was used to construct three different scores of 

decision-making styles. First, was the score of a tendency to rely on intuition. 

Second, was the score of a tendency to rely on deliberation.  

By combining the intuition and deliberation score, one can compute the 

last score, which was a measure of decision-making style. Taking the score of a 

tendency to rely on intuition and subtracting the score of a tendency to rely 

deliberation gives a variable ranging from 4 (maximally intuitive) to –4 

(maximally deliberative). The order of items in the USID were randomized. See 

Appendix B for the USID. 

 

4.5.4. Control Variables 

 A selection of control variables was also included in the survey, among 

which age was included as it has been shown to be positively associated with 

Ethicality (Moberg, 2001; Zhong et al., 2010). Gender was also a control variable. 

While results are mixed as to whether there is a significant relationship between 

gender and Ethicality (Tenbrunsel & Smith‐Crowe, 2008), some studies have 

found that female subjects show slightly more ethical action and moral reasoning 

(Detert et al., 2008). Level of education will also be measured as a control 

variable since it has been speculated to reduce unethical decisions as education 

supports general cognitive and social development (Thoma & Rest, 1986). 

However, more recently, researchers failed to find a significant relationship 

between education and Ethicality (J. J. Kish-Gephart et al., 2010).  

 

4.5.5. Manipulation Check 

I included a number of manipulation checks to validate whether the 

manipulation successfully induced the desired decision-making mode. Similar to 

Gärtner et al. (2022), a total of 5 questions asked participants to rate on a 5-point 

Likert scale to what extent they relied on their emotions, intuition, reason, and 
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analytical thinking. An additional question asked to what extent the instructions 

made them pay attention to how they made their decisions. The questions can be 

found in appendix E. 

 

4.6. Procedure and Ethical Considerations 

 The participants were informed that the study is looking at how people 

behave in social situations without explicating the specific goal of study as this 

might influence the results. All data collected was confidential and only used for 

research practices. The participants were informed about the procedure, their 

anonymity, the option to withdraw their response, as well as the possibility of 

having more information regarding the study. The participants were informed 

about the purpose of the study in a debrief sheet received after completion of the 

study survey form. 

 

4.7. Data Analysis 

To investigate the hypotheses of this thesis, various analytical methods 

were used, which all were done using SPSS. Hypothesis 1 was tested using 

primarily independent sample T-test to investigate if there were significant 

differences in Ethicality scores between the two manipulation groups (affective 

versus reason). Hypothesis 2, 3, and 4 were tested using a conditional process 

modeling program, PROCESS, that employs an ordinary least-squares path 

analytical framework to test direct and indirect effects (Hayes, 2012). Specifically, 

PROCESS Models 1 (simple moderation) and 4 (simple mediation) were used. 

The process macro allows for bootstrapping to create bootstrap confidence 

intervals for the indirect effect while simultaneously testing the whole mediation 

model (Baron & Kenny, 1986). Extensive simulations of these methods have led 

to the recommendation of bootstrapping over the Sobel test or the causal step 

approach due to the increase in power and decent control over type 1 error 

(MacKinnon et al., 2002, 2004). The indirect effects were investigated with 5000 

bootstrap samples and 95% confidence intervals. The statistical significance of the 

mediation is determined by the significance of X to M (path a), and M to Y (path 

b), both these need to be significant for there to be mediation (MacKinnon et al., 

2007). Generally, the indirect effect is considered significant if zero falls outside 
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the upper and lower bound of the bootstrap confidence interval (Preacher & 

Hayes, 2008). 

  

4.7.1. Mediation and Moderation 

For hypothesis 2 PROCESS model 4 (Simple mediation) was used. In this 

model, the manipulation (“Heart” vs. “Brain”) was the independent variable X, 

along with the control variables age, gender, and education as covariates. The 

Mediator variable (M) was Moral disengagement, and the dependent variable (Y) 

was Ethicality. See Figure 2 for illustration. 

 

 

 

Figure 2. Mediation model 

 

Hypothesis 4 was tested using PROCESS model 1 (moderation analysis). 

In this model, the manipulation (“Heart” vs. “Brain”) was the independent 

variable (X), along with the control variables age, gender, and education as 

covariates. The moderator variable (M) was Decision-making style, and the 

dependent variable (Y) was Ethicality. The model was used specifically to 

investigate whether there would be an interaction between the manipulation 

(decision-making mode) and decision-making style. See figure 3 for illustration. 
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Figure 3. Moderation model 

 

 

5.0. Results 

For all statistical tests and analyses normality, equal variance, 

homoscedasticity, and multicollinearity assumptions were met. 

 

5.1. Manipulation Checks 

 

 
Note: Averages were estimated using full sample. The p-values are of two-sided t-

tests. 

 

Table 2. Means, standard error mean, and t-tests with corresponding p-values 

and effect size (Cohen ’s d) for manipulation checks in two conditions 

 

To investigate whether manipulations were successful, independent 

sample t-tests were used to check for differences in means between the Affect 

(“heart”) and Reason (“brain”) manipulation groups. Table 2 shows the results of 

the manipulation checks. Participants reported higher levels of reliance on 

emotions and intuition in the affect (heart) condition, compared to participants in 

the reason (brain) condition, who reported higher levels of reliance on reason and 

analytical thinking. All differences were significant with p-values < 0.05, except 
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for the manipulation check asking participants to state whether they agree or 

disagree (5-point Likert scale) with the statement “the instructions made me pay 

attention to how I made my decisions”. The lack of difference on this item 

indicates that the manipulation did not have an effect on how participants 

responded to this item. Based on these results I conclude that the instructional 

treatment successfully manipulated decision-making mode in participants. 

 

5.2. Independent Sample T-test 

As explained in the data analysis chapter, I conducted an independent 

sample t-test to investigate my first hypothesis. The first hypothesis posits that the 

manipulation induced decision-making mode, will influence the Ethicality of the 

decisions made in the scenarios, such that the affective mode (“Heart” condition) 

will produce more ethical decision-making than the rational mode (“Brain” 

condition). The mean of the Heart condition (N = 84, M = 2.65, SD = 0.70) is 

significantly different to the mean of the Brain condition (N = 64, M = 2.35, SD = 

0.63) with t = 2.59 and p = 0.01. The effect size is Cohen‘s d = 0.67, which is 

between a medium and large effect.  

Note that the alternatives on the given scenarios had a score of 1 to 4, 4 

being most ethical and 1 being least ethical. As such, the difference in means 

indicates that participants in the Heart condition act more ethically in the given 

scenarios than those in the Brain condition. Performing a non-parametric test 

(independent sample Mann-Whitney U test) yield similar results with a significant 

difference between the heart and brain condition in line with the hypothesis. In 

other words, I found support for Hypothesis 1 and 1a using both parametric and 

non-parametric tests. 

 

5.3. Reliability (Internal Consistency of Scales) 

Before conducting any analysis using the constructs measured by scales, I 

investigated the internal consistency of the scales in the survey using Cronbach‘s 

Alpha. The reliability analysis for the Moral Disengagement Cheating Scale 

produced a Cronbach‘s Alpha of 0.68 with 6 items, which is questionable, albeit 

acceptable. The intuition scale and the deliberation scale had a Cronbach‘s Alpha 

of 0.83 and 0.85, respectively, with both having 16 items each. This is considered 
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a high internal consistency (Nunnally & Bernstein, 1994). All in all, no substantial 

issues detected from the reliability analysis. 

 

5.4. Mediation Analysis 

To investigate hypotheses 2 and 3, I conducted a simple mediation 

analysis using PROCESS v4.1 by (Hayes, 2022) model 4. The outcome variable 

was Ethicality. The predictor variable for this analysis was the Heart Versus Brain 

manipulation (Heart=0), and the covariates were age, gender (1=Male, 2=Female), 

and education. The mediating variable was Moral Disengagement. Hypothesis 2 

predicted that the manipulation would have an effect on Ethicality scores, and that 

this relationship would be mediated by moral disengagement. As seen in table 3, 

in step 1 of the analysis, none of the independent variables had a significant effect 

on the mediator variable Moral Disengagement (MDC). In step 2 shown in table 

4, the manipulation variable (Heart vs. Brain) had a significant negative 

relationship with the outcome variable Ethicality (𝛽 = - 0.22, SE = 0.18, p = 0.02). 

Additionally, in support of hypothesis 3, Moral Disengagement had a significant 

negative relationship with Ethicality (𝛽 = - 0.32, SE = 0.04, p = 0.00). 

Furthermore, Gender also had a significant relationship with the outcome variable 

Ethicality (𝛽 = 0.20, SE = 0.09, p = 0.03), which was unexpected, but not unheard 

of in the literature (Detert et al., 2008). Neither Age nor Education had any 

significant effects. The absence of a relationship between age and Ethicality in 

these results could be explained by the skewed age in the sample. The mode for 

age being 26 years of age, and 60% of the sample was 26 years old or younger.  

Ultimately, the indirect effect of the independent variable, Heart versus 

Brain condition, on Ethicality through moral disengagement was not found to be 

statistically significant as the confidence interval passes through the value 0 

(effect = - 0.07, 95% C.I. (-0.18, 0.05). Figure 3 illustrates the path coefficients 

and significance thereof. 
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Table 3. Mediation output step 1 (IV = Independent Variable) 

 

 

 
 

Table 4. Mediation output (step 2) 
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Figure 4. Mediation path diagram with unstandardized coefficients and standard 

errors (in parentheses) for path a, path b, and direct effect of decision-making 

mode on Ethicality (p>.05; *p<.05; **p<.01; ***p<.001.) 

 

5.5. Moderation 

In line with earlier literature (Gärtner et al., 2022), I also wanted to test for 

an interaction effect between the manipulation of decision-making mode, and 

decision-making style. Similar to previous findings (Gärtner et al., 2022), the 

moderation analysis overall was not significant, albeit near the significance level 

F = 2.7869, p = 0.0973, R2 = 0.0171. To further investigate this result, I examined 

the conditional effects at the different values of the moderating variable decision-

making style. 

 

 

Table 5: Conditional effects of the focal predictor (heart vs. brain) at different 

(low, medium, high) values of the moderator Decision-making Style (Intuition 

style mean score minus Deliberation style mean score). 
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As illustrated in table 5, the (overall non-significant) interaction is due to 

the effect of the predictor being significant at the low and medium, but not high 

values of the moderator. As explained earlier, the moderating variable decision-

making style is calculated by taking the mean intuition score minus the mean 

deliberation score. The “low” values of the moderator are the values in which 

deliberation is highest relative to intuition, and the “high” values are the values in 

which deliberation is lowest relative to intuition. The visualization data for the 

conditional effect provided by the PROCESS v.4.1. 

The visualization in figure 5 shows that there is a difference between the 

manipulation groups as I observe the full line for the Heart condition is higher up 

on the Ethicality score than the dotted line for the Brain condition. However, as 

the value for decision-making style increases towards more intuitive decision-

making style, there is a decrease in Ethicality among those in the Heart condition. 

This indicates that participants that state their decision-style to be more deliberate 

than intuitive, who are instructed to make affective decisions, choose more 

ethically in the given scenarios. This is an interesting and unexpected pattern of 

results. It is, however, important to not overinterpret this effect given that the 

interaction in itself is not statistically significant. 

 

 

 
Figure 5. Conditional interaction effect 
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5.6. Correlations 

An overview of the correlations between all study variables are illustrated 

in table 6 and table 7, with table 6 showing correlations for the heart condition, 

and table 7 showing the brain condition. In order to get meaningful correlations, it 

was important to split them up. This is also helpful to further explore the 

conditional interaction effect found in the moderation analysis. The mean score 

for intuitive style and deliberation style were included in addition to the overall 

decision-making style capturing both (intuition less deliberation). This was in 

order to see if any of the two individual tendencies was the driver for any 

correlation observed with the decision-making style. 

As expected, Moral disengagement had a strong negative correlation with 

Ethicality in both conditions. Unexpectedly however, in the correlations, I also 

observed that in the affect condition, moral disengagement correlated positively 

with tendency for intuitive decision-making (0.244*), and negatively with 

deliberation (-0.252*). Decision-making style, which captures both scales, had a 

correlation of 0.336 at the significance level of p<0.01 (2-tailed). However, this 

was only in the affect (“heart”) manipulation group. No such correlations were 

found in the reason (“brain”) manipulation group. 

In relation to the conditional interaction from the moderation analysis, 

there are some supporting results in the correlations. In the Affect condition, 

deliberation has a significant positive correlation with Ethicality. This is, of 

course, in contrast with some of the hypothesized relations with respect to rational 

decision-making and Ethicality. In the Reason condition, however, there is no 

correlation between Ethicality and decision-making style. Additionally, in the 

Affect manipulation group, the decision-making style has a negative and 

significant correlation (-0.252*) with Ethicality. Indicating that the more intuitive 

decision-making style produce less ethical decisions, and the more deliberate 

decision-making style yield more ethical decisions. 
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Table 6. Correlations in the Heart manipulation group 

 

 

 
 

Table 7. Correlations in the Brain manipulation group. 

 

6.0. Discussion 

The aim of this study was to investigate the effect of decision-making 

mode on ethical decision-making, whether the mode was more affective (“Heart) 

or rational (“Brain”). Furthermore, I wanted to explore the role of moral 

disengagement in facilitating unethical decision-making and whether it is linked 

to affective or rational decision-making. Additionally, in order to control for the 

effect of participants‘ decision-making style, this was also measured and tested for 

interactions with the manipulation of decision-mode.  

 

6.1. Heart vs. Brain Manipulation and Ethicality 

Hypothesis 1 predicted that the instruction-induced decision-making mode 

would have an effect on Ethicality. Hypothesis 1a and 1b predicted that this effect 

would happen in a way where inducing more affective decision-making will have 
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a positive relationship with Ethicality (1a). This hypothesis was supported, as 

instructing participants to “rely on their hearts” produced significantly higher 

levels of Ethicality in the given scenarios, compared with those that were 

instructed to make decisions by “relying on their brains”. However, due to the 

absence of a control group, it is not clear which of the decision-making modes that 

is driving the effect due to the absence of a control group. Thus, all that can be 

said with confidence is that there is a significant difference between the decision-

making modes and their associated Ethicality, with more ethical decisions in the 

affect condition than in the reason condition. However, it is worth noting that a 

similar and recent study found that both the affect and reason treatment had an 

effect in comparison with the control group (Gärtner et al., 2022), although 

inducing deliberative decision-making mode produced the largest part of the 

difference between the Affect and Reason treatments.  

Nonetheless, the finding of differences in Ethicality and decision-making 

mode is line with some previous research which has shown that damage to areas 

of the brain that are associated with handling emotions led to reduced value-

based- and moral reasoning (Greene & Haidt, 2002). Behavioral choices 

concerned with ethics and morality are usually accompanied by different somatic 

markers reflecting our values regarding the available options (Damasio, 1994). 

Therefore, navigating in situations that are ethically loaded can be difficult 

without using our emotions for guidance. Our sense of rightness and wrongness, 

determined by affective factors in the form of somatic experiences and emotions 

can be overshadowed by a rational decision-making mode (J. D. Greene et al., 

2004; Zhong, 2011). In line with the above literature, inducing rational decision-

making made the participants choose in a way that goes against their moral 

convictions for their own personal benefit. This could mean that cognitive control 

processes overrode the emotional responses that would make them disapprove of 

making the unethical decisions (J. D. Greene et al., 2004). Suppressing emotions 

has been shown to produce more utilitarian choices (Lee & Gino, 2015). An 

emphasis on being rational as opposed to affective, could have increased the 

salience of the adventitious personal gain in the scenarios. Thus, promoting a 

utilitarian thinking wherein the focus is on maximizing benefits as opposed to 

following a deontological principle of “cheating is wrong”, which led them to 

make more self-serving but unethical decisions. As such, the findings suggest that 
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it can be important to be attentive to our emotional signals when faced with 

ethically charged dilemmas in order to choose more ethically. 

That said, it is essential to review the validity of these findings. The 

manipulation by instruction method is not infallible. The effects I found could 

also be due to the fact that following one’s emotions has a potential double 

meaning. The instruction could be perceived as to follow your “gut-feeling”, your 

intuition, but it could also be to follow empathy as a concern for others, akin to 

experimenter‘s demand (Gärtner et al., 2022). Similarly, research in the field of 

ethics, using self-reported measures are especially susceptible to social 

desirability bias (Chung & Monroe, 2003). However, considering the motivation 

for social desirability would be equally present in both manipulation groups 

(“Brain” and “Heart”), one could argue that it would not affect the findings in a 

significant manner.  

 

6.2. Mediation of Moral Disengagement 

The simple mediation analysis did not yield a significant indirect effect. 

However, from the analysis, there were some significant relationships between the 

variables. In line with earlier literature moral disengagement had a significant 

negative relationship with Ethicality (Detert et al., 2008; Newman et al., 2020). 

However, the mediation in this study failed on path a, between the manipulation 

variable (“Heart vs. Brain” condition) and moral disengagement. This suggests 

that induced decision-making mode did not have an effect on level of moral 

disengagement, even if it did have an effect on Ethicality. So, while being 

instructed to choose more rationally had a negative effect on Ethicality, it was not 

as a result of increased moral disengagement, even though moral disengagement 

and un-Ethicality were strongly correlated. It is possible that the moral 

disengagement scale used in this study measured a dispositional trait rather than a 

process despite using a contextualized scale. If that is the case, it would explain 

the failure in finding a mediation as “theoretically and conceptually, a mediator 

should be a responsive variable that changes within a person” (Wu & Zumbo, 

2008, p. 373).  

In any case, in this study, behaving unethically did not seem to necessitate 

any moral disengagement process, this being the case despite Bandura positing 

that moral disengagement precedes unethical behavior as “people do not 
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ordinarily engage in reprehensible conduct until they have justified to themselves 

the rightness of their actions” (Bandura et al., 1996), p. 335). Still, there have been 

findings that moral disengagement mediated the relationship between various 

traits (empathy, cynicism, chance locus of control, moral identity) and unethical 

decision-making (Detert et al., 2008). However, some researchers argue that 

processes similar to that of moral disengagement can happen retrospectively 

(Anand et al., 2005), an argument that is more in line with the social intuitionist 

model of moral judgment (Haidt, 2001). Shu et al. (2011) found that moral 

disengagement is a consequence of behavior rather than a necessary condition 

leading to un-Ethicality. And thus, proposed that moral disengagement reduces 

cognitive dissonance and alleviates guilt after cheating (Shu et al., 2011). A 

similar process could be happening here, although seemingly irrespective of 

induced decision-making mode. 

 

6.3. Conditional Interaction effect & Correlations 

As mentioned in the results, the moderation overall was not significant. 

However, it was close to the significance level. Investigating this non-significant 

conditional interaction effect further showed that in the heart (affect) manipulation 

group, the stronger the preference for deliberation, the more ethical the decision-

making. Furthermore, as a preference for deliberation decreases and a preference 

for intuition increases, the difference between the manipulation groups decreases. 

Thus, the intuitive individuals in the heart condition were more unethical than the 

deliberate ones in the same condition, and in the brain (reason) condition, both 

intuitive and deliberate decision-making styles were equally unethical. This 

finding was quite counterintuitive as one might expect that the intuitive 

individuals would be equally if not more ethical than the deliberate individuals 

given the theoretical foundation for the influence of emotions on ethical decision-

making (Damasio, 1994; Haidt, 2001). 

Though this conditional interaction was puzzling at first, by reviewing the 

literature I can find a somewhat similar interaction, although the similarity to the 

one I found is speculative. Kish-Gephart et al. (2014) found that the level of 

personal gain in situations had an effect on situational moral disengagement, 

however, the effect was only present in participants low in the personality trait 

conscientiousness. Conscientiousness moderated the relationship between 
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personal gain opportunity in scenarios and situational moral disengagement. As 

such, participants that were low as opposed to high in conscientiousness exhibited 

higher levels of situational moral disengagement in scenarios with enhanced 

personal gain as opposed to a baseline level of personal gain. Conscientiousness is 

also known to be negatively associated with moral disengagement (C. Moore, 

2015). 

The scenarios I presented to the participants were situations wherein there 

was an opportunity for personal gain (cheating), described originally by the 

authors as “responses to adventitious gains or losses” (Zhong et al., 2010). Thus, 

the interaction between decision-making style and the manipulation could be due 

to a decreased relative salience of personal gain when participants are asked to 

make affective as opposed to rational decisions. By asking participants to be 

affective, the salience of emotional signals (i.e., somatic markers) increases and 

are paid more attention to, but primarily by deliberate decision-makers, or 

potentially, the more “conscientious” of the bunch. As mentioned in the literature, 

there are certain personality traits that are associated with decision-making style 

(Betsch, 2004). The close to significant interaction could be explained by more 

conscientious people being less susceptible to be influenced by personal gain to 

go against their morals to begin with (J. Kish-Gephart et al., 2014). Consequently, 

the heart condition tipped them over to the point of making ethical decisions, 

whereas for more intuitive participants, the salience of personal gain was too 

strong and led them to cheat. The former speculation could also be considered 

consistent with trait activation theory, which states that personality traits and 

situational contexts can be the cause of behavioral variance (Kenrick & Funder, 

1988; Newman et al., 2020). 

One could further argue that, since self-interest is seen as automatic, 

viscerally compelling, and often unconscious (D. A. Moore & Loewenstein, 

2004), there could be two competing intuitive responses that arrive when 

participants are engaging with the scenarios in this study. One being the self-

interest and the other being anticipated guilt or shame for behaving unethically. 

When it comes to students, those who tend to turn moral failings inwards typically 

cheat less as they anticipate the self-imposed negative consequences (Rettinger, 

2017). In line with the earlier discussion and speculation on the role of 

conscientiousness in relation to personal gain opportunities, a more detailed 



 

Page 45 

 

explanation could be that intuitive individuals were more likely to follow the 

viscerally compelling self-interest as opposed to guilt or shame, which have a 

more negative valence. It is possible that a different scenario not involving 

personal gain could have less counterintuitive results with respect to decision-

making mode and style. 

Another explanation for the counterintuitive finding and interaction is that 

decisions of an ethical nature are not necessarily best felt or thought, but rather in 

line with evidence presented by Greene et al. (2004), which suggests a more 

synthetic view of moral judgment and decision-making, as judgment and 

decision-making may not be as dichotomous as indicated by some earlier 

literature (Kahneman, 2012). The synthetic view is also more or less in line with 

Haidt’s (2001) Social Intuitionist model, where moral reasoning comes after 

moral judgment, but both play an important role. However, Haidt argues that the 

moral reasoning simply aims to find supporting arguments after having reached a 

moral judgment based on intuition. Given that the intuitive and deliberate 

decision-makers in my study reached different conclusions in terms of their 

decisions, it suggests that the process is more nuanced than the linear process 

described by Haidt (2001). Damasio’s (1994) Somatic Marker hypothesis might 

fit even better as emotional signals are described as assisting deliberation. The 

synthesis between both affect and reason in ethical decision-making might be 

most aptly and rather ironically explained by the implication that Kantian 

“rationalist” ethical theory in moral philosophy is, psychologically speaking, not 

grounded in pure reason but rather in a set of emotional responses followed by 

post hoc rationalizations (J. D. Greene et al., 2004). 

 

6.3.1. Moral Disengagement Correlations 

Given that I observed correlations suggesting that a more intuitive 

decision-making style increases moral disengagement and Ethicality in the heart 

condition, it would seem that intuitive decision-makers, when urged to make 

decisions based on their affect, are more likely to morally disengage and cheat 

than deliberate decision-makers. Whether moral disengagement happens before or 

after the unethical decision is not easy to say. Although moral disengagement was 

originally theorized to happen prior to unethical behavior (Bandura et al., 1996), it 
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has also been found to be a coping mechanism after committing an unethical act 

(Tillman et al., 2018). The latter would certainly be more in line with the social 

intuitionist model of moral judgment (Haidt, 2001) where decision-making 

happens based on affect, and the rationalizations come after. Moral 

disengagement has been found to be reduced by the use of critical thinking 

interventions (Bustamante & Chaux, 2014). A deliberate decision-making style 

seems more in line with a critical thinking approach to decision-making than 

intuitive decision-making. Thus, together with the previous discussion on 

conscientiousness and personal gain salience, this might in part explain the 

correlation between decision-making style and moral disengagement.  

 

 

7.0. Practical Implications 

Ethical challenges and dilemmas are commonplace in both professional 

and personal contexts. Being rational is almost synonymous with superior 

decision-making, as opposed to more emotional decision-making (Kahneman, 

2012). However, along with some recent studies, the present findings suggest that 

while being rational can be beneficial, it can also lead to making more unethical 

decisions than being more affective. Similarly, others have found the value of 

affect in organizations beyond just ethical decision-making. M. Jones et al. (2021) 

studied start-ups and found that affect (moods and emotions), regardless of 

valence, represents useful information, but that it can be blurred or lost if not 

appropriately regulated. Thus, giving space to affect and treating our emotions as 

resources can be an important step towards more ethical decision-making in 

organizations, as the presence of opportunities for personal gain that conflict with 

morality and ethics can be many in the professional context (J. Kish-Gephart et 

al., 2014). The findings presented in this thesis suggest that organizations may 

benefit from encouraging employees to be attentive to their emotional signals 

regarding ethical issues in the workplace. This may be achieved through simple 

encouragement, cultural initiatives, or employees may be trained to be more 

attentive to their emotions when they face ethical dilemmas in the workplace. 

Relating to culture, the focus on emotions could be an extension of previous 

findings on the positive impact of an ethical culture (Kaptein, 2011). 

The finding of the conditional interaction between decision-making style and 

decision-making mode suggests that individuals with a tendency for deliberate 
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decision-making style, may be more suited for roles with more frequent conflicts 

between personal gain and Ethicality. As such, organizations may benefit from 

weighting traits like deliberate decision-making style, or conscientiousness, when 

hiring for such roles (J. Kish-Gephart et al., 2014). 

 While this study did not find a relationship between the manipulation, 

decision-making mode, and moral disengagement, there was a significant 

relationship between moral disengagement and Ethicality. Additionally, moral 

disengagement had an inverse relationship with deliberate decision-making style. 

Thus, the same argument about hiring based on decision-making style and 

associated traits can be beneficial in roles that are particularly susceptible for 

moral disengagement, and thus unethical behavior. (McAlister, 2001) found that a 

simple intervention to reduce moral disengagement was to outline the process of 

moral disengagement so that individuals are made aware of it. In an organizational 

context, (Barsky, 2011) found that increased participation in setting performance 

goals reduced the moral disengagement mechanisms of moral justification and 

displacement of responsibility. Thus, there are various methods that practitioners 

can adopt to reduce moral disengagement. 

 

 

8.0. Limitations 

The present thesis has several limitations. The first of which is related to 

the sample size, as the sample is not particularly large, nor representative of a 

general population, which decreases the generalizability of the findings (Bell et 

al., 2018; Yilmaz, 2013). Additionally, as previously discussed experimenter‘s 

demand could be a factor in producing ethical behavior in an affect manipulation 

where it might be perceived as making the most empathetic and thus “ethically 

right choice” (Gärtner et al., 2022). Social desirability is also of especially high 

risk in the research field of ethics (Chung & Monroe, 2003), though it should be 

balanced out as it should have an effect on both manipulation groups. 

Additionally, participants were informed of the anonymity of participation in the 

study. Thus, social desirability, although being a risk, was hopefully not a 

significant factor in the results. 

Though an effect was found regarding the manipulation and ethicality, it is 

not clear what is driving the effect, whether it is the heart or brain condition. This 



 

Page 48 

 

is something that would be possible to determine with the inclusion of a control 

group, the absence of which is a limitation of this study.  

The moral disengagement scale was contextualized to the scenarios in the 

vignettes as both were related to cheating. This was to ensure it was 

operationalized as a process and not a trait (Schaefer & Bouwmeester, 2021). 

However, the scale showed questionable reliability with a Cronbach’s Alpha of 

0.68 and was measured after the scenarios so as to not prime participants to make 

more or less ethical choices upon seeing the items in the moral disengagement 

scale (Appendix A). Furthermore, as mentioned briefly in the discussion, it is not 

entirely clear whether the scale measures a trait or a process. Despite following 

the recommendations in the literature in order to measure moral disengagement as 

a process (C. Moore, 2015; Schaefer & Bouwmeester, 2021), the scale could be 

measuring a disposition for moral disengagement in the form of general attitudes 

and beliefs. 

For this study I used vignettes to emulate situations where one is faced 

with a particular dilemma involving Ethicality of choices. The vignettes contained 

very specific scenarios, which reduces the generalizability of the findings (Weber, 

1992). The vignettes only included moderately serious ethical choices with 

temptations that could be considered quite normal for everyday life (Zhong et al., 

2010). Therefore, future research could benefit from expanding to scenarios 

involving more minor as well as more major ethical choices, as well as a more 

diverse set of scenarios. 

It is unclear to what extent the construct of deliberate decision-making 

style and the personality trait conscientiousness overlap. Deliberate decision-

making style and conscientiousness do correlate (Betsch, 2004). In the unified 

scale for assessing individual differences in intuition and deliberation (USID), one 

of the two facets of deliberation is called “planning”. Planning is an important 

facet of Conscientiousness (MacCann et al., 2009; McCrae & Costa, 1987). 

Consequently, it raises the question of the construct validity of deliberate 

decision-making style in relation to conscientiousness, and whether it is actually 

capturing a unique and separate construct. As mentioned in the discussion, what is 

captured in the deliberate decision-making items of the USID scale, and 

subsequent interaction with decision-making mode and effect on moral 

disengagement and Ethicality, could be an expression of the personality trait 
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conscientiousness. This would be in line with previous findings wherein 

conscientious individuals were more able to resist opportunities for personal gain 

going against morality (J. Kish-Gephart et al., 2014). Therefore, future research 

could benefit from including relevant personality traits as well as decision-making 

styles to clarify the relationships. Additionally, testing for interaction of decision-

making style and decision-making mode in more diverse scenarios with and 

without opportunities for personal gain. 

 

9.0. Conclusion 

The idea that emotions play an important role in how we make moral and 

ethical decisions is getting increasing support in the literature. Even though it goes 

against the hitherto dominant and prevailing narrative that reason unencumbered 

by emotion is the manner in which we make more ethical decisions. Consistent 

with the recent literature in support of the role of emotions in ethical decision-

making, I found that there was a significant difference between affect and reason 

when making ethical decisions, such that participants instructed to make decisions 

based on affect behaved more ethically than those instructed to use reason. Future 

research might benefit from the use of a control group to understand better which 

condition is driving the effect. 

Nonetheless, despite emotions gaining traction as a key factor in ethical 

decision-making, the role of moral disengagement in explaining these differences 

in ethical decision-making has not yet been explored to my knowledge. The 

present study did, however, not find a mediating effect of moral disengagement. 

Although moral disengagement did have a significant relationship with Ethicality, 

underscoring the established relationship that moral disengagement has with 

ethical decision-making. Though moral disengagement as a rationalization process 

could still be a factor in explaining unethical behavior, the issue remains with 

proper conceptualization and operationalization as discussed in the literature 

chapter. 

 Some of the more curious findings in this study were those that illustrated 

an association between deliberate decision-making style and Ethicality, but only 

in the heart (affect) condition. Thus, intuitive individuals were more unethical in 

the affect condition, than more deliberate individuals, which is somewhat 

puzzling. Nonetheless, it points to a few key considerations. First and foremost, 
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decision-making is more nuanced and complex than some prior literature may 

suggest. Secondly, it suggests a more synthetic view of moral judgment and 

decision-making, which acknowledges the role of both affect and reason in ethical 

decisions. Third, point being that decision-making styles may regulate how we 

respond to certain external factors (personal gain) and interact with decision-

modes. Thus, these points and the overall findings presented in this thesis provide 

some interesting insights into ethical decision-making and the interplay between 

different decision-making processes. Hopefully this thesis can serve as stimulant 

for further research connecting decision-making mode, moral disengagement, and 

ethical decision-making. 

While one of the main goals of this thesis was to uncover the relation 

between decision-making mode and moral disengagement, surprisingly, no 

relation was found. Thus, the cognitive processes associated with making 

unethical decisions while being rational as opposed to affective are still unclear, at 

least in light of the present study. Hopefully this thesis can serve as stimulant for 

further research connecting decision-making mode, moral disengagement, and 

ethical decision-making. 
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Appendices 

Appendix A – Moral Disengagement Cheating Scale 

 

Moral Disengagement About Cheating Scale Used in Studies 1–4 Please indicate 

the extent to which you agree with the following statements (–3 = Strongly 

Disagree, +3 = Strongly Agree):  

 

1. Sometimes getting ahead of the curve is more important than adhering to 

rules.  

2. Rules should be flexible enough to be adapted to different situations.  

3. Cheating is appropriate behavior because no one gets hurt.  

4. If others engage in cheating behavior, then the behavior is morally 

permissible.  

5. It is appropriate to seek short-cuts as long as it is not at someone else’s 

expense.  

6. End results are more important than the means by which one pursues those 

results. 

(Shu et al., 2011) 
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Appendix B – The Unified Scale to Assess Individual Differences in Intuition 

and Deliberation. 

Preference for intuition 

 

Affective 

• When I make a decision, it is more important for me to feel the decisions 

is right than to have a rational reason for it. 

• When I make a decision, I trust my inner feeling and reactions 

• With most decisions it makes sense to completely rely on your feelings 

• I prefer drawing conclusions based on my feelings, my knowledge of 

human nature, and my experience of life 

• Using my gut feelings usually works well for me in figuring out problems 

in my life 

• I believe in trusting my hunches 

• I hardly ever go wrong when I listen to my deepest gut feelings to find an 

answer 

• I tend to use my heart as a guide for my actions 

 

Spontaneous 

• I generally make snap decisions 

• I make quick decisions 

• I am often aware of how to decide even before I review all aspects 

• I´ve had enough experience to just know what I need to do most of the 

time without trying to figure it out every time 

• The right way to decide usually comes to mind almost immediately 

• I typically figure out the way to decide swiftly 

• I quickly do the right thing when deciding because I´ve often faced almost 

the same thing before 

• I rarely need to mull things over; how to decide usually becomes quickly 

apparent 

 

Preference for deliberation 

 

Planning 

• Developing a clear plan is very important to me 

• I like detailed action plans 
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• I prefer well-prepared meetings with a clear agenda and strict time 

management 

• I make definite engagements, and I follow up meticulously 

• When I make decisions, I proceed step-by-step 

• Before making decisions I usually think about the goals I want to achieve 

• I prefer making detailed plans rather than leaving things to chance 

• I usually have clear, explainable reasons for my decisions 

 

Knowing 

• I want to have a full understanding of all problems 

• I like to analyze problems 

• I study every problem until I understand the underlying logic 

• I have no problem thinking things through carefully 

• I enjoy intellectual challenges 

• I enjoy solving problems that require hard thinking 

• I prefer complex problems to simple problems 

• I enjoy thinking in abstract terms 

 

(Pachur & Spaar, 2015)  
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Appendix C - Manipulation 

Manipulation – Instructions: 

Subjects in the affect [reason] treatment read the following: 

«Sometimes people make decisions by using reason and relying on their brains. 
Other times, people make decisions by using emotion and relying on their 
hearts.  

Many people believe that the heart [brain] is the part of our body that is most 
connected with good decision-making. When we feel with our hearts [think with 
our brains], rather than think with our brains [feel with our hearts], we make 
emotionally [rationally] satisfying decisions.  

In this part of the experiment, please make your decisions by relying on 
your heart [brain], rather than your brain [heart].» 

(Gärtner et al., 2022). 
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Appendix D - Vignettes 

 

Vignettes with original Ethicality score (1-7) as well as the one used for my study 

(1-4) next to each choice option. 

 

 

Original unaltered Vignette 1 (Shu et al., 2011). 

 

You work for a large corporation. Your company has recently hired a team 

of consultants to determine everyone’s knowledge of the organization. You 

understand that it is for informational purposes only, so you do not bother 

preparing. On the scheduled morning, your boss tells you that the company will 

raise everyone’s bonus by $1,000 for achieving 85% correct or better. You spend 

the next 2 h cramming, only to realize that you really don’t know as much as you 

had hoped. As the exam is about to start, the consultant hands you your exam, but 

as he walks away, a piece of paper falls from his bag. It is the answer key for the 

exam. Nobody else saw the paper fall and no one knows that you can see it. What 

do you do?  

 

 

Vignette 1  

 

You work for a large corporation. Your company has recently hired a team of 

consultants to determine everyone’s knowledge of the organization with an exam. 

You understand that it is for informational purposes only, so you do not bother 

preparing. On the scheduled morning, your boss tells you that the company will 

raise everyone’s bonus by $1,000 for achieving 85% correct or better. You spend 

the next 2 hours cramming (studying very hard), only to realize that you really 

don’t know as much as you had hoped. As the exam is about to start, the 

consultant hands you your exam, but as he walks away, a piece of paper falls from 

his bag. It is the answer key for the exam. Nobody else saw the paper fall and no 

one knows that you can see it. What do you do? 

 

• Pick up the answer key and copy almost all of it to get a very high score 

(1.04) - (/1) 

• Leave the answer key where it is but refer to it when you need an answer 

(1.92) - (/2) 
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• Leave the answer key where it is and do not look at it (5.46) - (/3) 

• Immediately inform the consultant (7.00) - (/4) 

 

Vignette 2 

 

You work for a large high-tech company that has been segmented into similar but 

competing departments. Two teams from your company are working 

independently on the same project. In order to motivate the teams, the CEO will 

give the team that finishes first a substantial monetary bonus. Your team is almost 

finished, but you’ve hit some programming difficulties and have made little 

progress for a week. While sitting at a nearby café, you overhear some people 

discussing your programming conundrum. It occurs to you that this is the other 

team and that they have just solved a similar problem. You realize that your team 

could really use what you are now hearing without the other team knowing. What 

do you do? 

 

• Take notes and use them (2.46) – (/1) 

• Take no notes, but listen carefully and use what you remember (3.21) – 

(/2)  

• Ignore their conversation (6.17) – (/3) 

• Leave without listening any further (6.60) – (/4) 

 

(Zhong et al., 2010). 
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Appendix E – Manipulation Check Items 

The items were rated on a Likert Scale of 1-5. 

 

«We would now like to ask you how you made the decisions in the two scenarios 

you just read. 

 

Please indicate to what extent you agree or disagree with the following 

statements.» 

 

 

• I relied on my emotions when responding to the scenarios (I used my 

heart) 

 

• I relied on my intuition when responding to the scenarios 

 

• I relied on my reason when responding to the scenarios (I used my brain) 

 

• I relied on my analytic thinking when responding to the scenarios 

 

• The instructions made me pay attention to how I made my decisions 

 

 

 

(Inspired from Gärtner et al., 2022). 
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