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While the privacy implications of social robots have been increasingly discussed and

privacy-sensitive robotics is becoming a research field within human–robot interaction,

little empirical research has investigated privacy concerns about robots and the effect

they have on behavioral intentions. To address this gap, we present the results of

an experimental vignette study that includes antecedents from the privacy, robotics,

technology adoption, and trust literature. Using linear regression analysis, with the

privacy-invasiveness of a fictional but realistic robot as the key manipulation, we show

that privacy concerns affect use intention significantly and negatively. Compared with

earlier work done through a survey, where we found a robot privacy paradox, the

experimental vignette approach allows for a more realistic and tangible assessment of

respondents’ concerns and behavioral intentions, showing how potential robot users

take into account privacy as consideration for future behavior. We contextualize our

findings within broader debates on privacy and data protection with smart technologies.

Keywords: social robots, privacy, trust, social influence, privacy paradox, survey

INTRODUCTION

With the increasing interaction among humans and social robots (Fong et al., 2003; Gupta, 2015;
Van den Berg, 2016), research on the benefits and concerns of close human–machine interaction
has emerged. A field of research that has gained traction in recent years describes the privacy
implications of social robots (cf. for an overview Lutz et al., 2019). This topic is particularly pressing
because social robots tend to exhibit greater mobility, social presence, and autonomy than static
devices (Calo, 2012; Kaminski, 2015; Lutz and Tamò, 2015, 2018; Sedenberg et al., 2016; Kaminski
et al., 2017; Rueben et al., 2017a, 2018; Fosch-Villaronga et al., 2020). While research on privacy
and social robotics has largely remained conceptual and has taken a critical approach to the data
processing and privacy implications of social robots, a few studies provide quantitative evidence on
the privacy concerns and implications of social robots (Lutz et al., 2019). However, initial survey-
based studies have analyzed the existence of a robot privacy paradox (Lutz and Tamò-Larrieux,
2020), the trust implications of social robots (Alaiad and Zhou, 2014), as well as general attitudes
toward them (Eurobarometer, 2012; Liang and Lee, 2017).

In this article, we aim to deepen our understanding of privacy in the context of social robots. We
therefore present the results of an experimental vignette survey that assessed non-experts’ privacy
concerns about social robots and how these concerns affect use intention. The findings indicate
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that privacy matters. Individuals who are exposed to a
more privacy-friendly robot, with the same functionality as
a non-privacy-friendly robot, have significantly higher use
intentions, even after controlling for relevant variables such
as demographics, trusting beliefs, social influence, and general
opinions about robots. Thus, our study furthers knowledge in the
area of privacy-sensitive robotics (Rueben et al., 2018).

We start by describing the term “privacy” and point to a
rich literature on the topic of privacy in the context of social
robots. The literature review calls for a holistic understanding
of the concept of privacy and embeds the topic in the human–
robot interaction literature. We then describe the research model
for the empirical study. An overview of the research method,
including the sample, data analysis approach, and measurement,
is followed by a description of the results. Subsequently, we
discuss the findings, address the limitations of our approach, and
contextualize the results.

LITERATURE REVIEW

Social Robots and Privacy Concerns
The introduction of new technologies has, throughout history,
triggered a response in privacy scholarship (Warren and
Brandeis, 1890; Calo, 2012; Finn et al., 2013). We can thus
rely on a rich academic tradition of privacy scholarship when
analyzing the privacy implications and concerns of social robots
(Warren and Brandeis, 1890; Westin, 1967; Altman, 1975;
Bygrave, 2002; Solove, 2008; Finn et al., 2013; Kaminski, 2015;
Koops et al., 2016; Kaminski et al., 2017). While these discussions
have had strong roots in the legal field, privacy research has
become a multidisciplinary topic with various disciplines—
from communication, computer science, psychology, sociology,
and economy—collaborating with each other (Pavlou, 2011).
This multitude of perspectives is very much welcome, yet also
shows that defining a common notion of what privacy is
remains difficult if not impossible (Solove, 2008). The difficulty
arises not only out of the multitude of perspectives but also
due to subjective and cultural differences and perceptions on
privacy (Krasnova et al., 2012; Trepte et al., 2017). The cultural
differences result also in different legal approaches of protecting
informational privacy, with international agreements shaping
their material and territorial scopes (Greenleaf, 2014; Greenleaf
and Cottier, 2020).

Nonetheless, useful privacy categorizations and classifications
exist. It is interesting to note that the literature conceptualizing
privacy has often looked backward, describing how new
technologies impact private and social life and finding remedies
to address them (e.g., Warren and Brandeis, 1890). Newer
scholarship (notably: Finn et al., 2013; Koops et al., 2016)
provides more forward-looking frameworks by elaborating
on the impact of newer technologies. These frameworks or
taxonomies build upon the rich Western privacy literature.
One important dimension here is the idea of “zones,” i.e.,
differentiating between more personal zones and more public
ones (Koops et al., 2016). While the dichotomy between private
and public spheres has been criticized in light of the increased
pervasiveness of technology (Nissenbaum, 2004; Rouvroy, 2008;

Acharya, 2015), different dimensions of privacy have been
proposed (Rueben et al., 2017a; Lutz et al., 2019). One dimension
deals with physical privacy concerns as the concerns relating
to an individual’s personal space (Finn et al., 2013). Such an
understanding of privacy was already propagated by Warren
and Brandeis (1890) and revolves around “physical access to
an individual and/or the individual’s surroundings and private
space” (Smith et al., 2011, p. 990). Physical privacy concerns
become especially apparent with the use of social robots at
home due to the robot’s ability to enter (uninvited) into private
spaces (e.g., bathrooms, bedrooms) (Calo, 2012). However, new
technologies, such as genetic codes and smart health tracking
technologies (e.g., pills), have resulted in stronger demands for
physical privacy. Proposals include the privacy of the person,
which includes “the right to keep body functions and body
characteristics private” (Finn et al., 2013, p. 8).

A second key dimension revolves around informational
privacy concerns (Smith et al., 2011). At its core, informational
privacy should enable individuals to have control about their
information (Westin, 1967), thereby reducing institutional
privacy threats by data-processing institutions (e.g., robot
manufacturers, government agencies, and third parties such
as data brokers or cloud providers) as well as social threats
occurring by the processing of information by private individuals
(e.g., familiar users, hackers) (Raynes-Goldie, 2010; Young and
Quan-Haase, 2013). These aspects point to a core concern,
namely, surveillance enabled by social robots that are equipped
with innovative sensors and processors, enabling greater
observation and profiling of individuals (Calo, 2012). In light
of these technological changes, Koops et al. (2016) call for
intellectual, decisional, associational, and behavioral privacy to
ensure the self-development of individuals. Similarly, Finn et al.
(2013) include in their seven types of privacy at least three
types that are linked to informational privacy concerns, such
as the privacy of personal behaviors and actions (including the
revelation of sensitive habits and sexual orientation), the privacy
of communication, and the privacy of data and images. All these
types of information can be collected or disseminated through
social robots. Similarly, and the reason why informational
privacy concerns are closely tied to the ones mentioned below
under boundary management, emerging technologies such as
social robots will likely impact a user’s privacy of thought and
feelings (Finn et al., 2013). In addition, the way automated
decision-making systems classify information about individuals
and reach decisions (by correlations and pattern finding)
affects a new class of privacy, namely, privacy of associations
(Finn et al., 2013).

Closely tied are boundary management approaches,
understanding privacy as a “selective control of access to the self
or to one’s group” (Altman, 1975, p. 18). This understanding of
privacy as boundary management (Petronio, 2002) links back the
discussion to the physical privacy concerns mentioned. However,
boundary management approaches must be understood more
broadly than pure “freedom from” and physical protection
claims (Koops et al., 2016), as they put individuals and their
agency to make own life choices at the center about when
their privacy is unreasonably constrained (Carnevale, 2016).
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Agency requires understanding how information within social
robots and various stakeholders is shared. In addition, research
building on the boundary management literature indicates that
the design of smart environments (e.g., setting of sensors and
cameras), including ones with acting social robots in homes,
impacts how these data-processing devices are perceived and
privacy boundaries are negotiated (Schulz and Herstad, 2018;
Schulz et al., 2018). The boundary management negotiations
are highly dependent on the affordances of technologies (e.g.,
ability to turn sensors on and off) and the visibility of certain
functionalities (e.g., surveillance through camera). Moreover,
the anthropomorphic or zoomorphic effect of social robots
(Fong et al., 2003; Weiss et al., 2009; Darling, 2016) may
increase the pervasiveness of social robots (Turkle, 2011)
and the bonding between individual and robot may inhibit
rational and privacy-oriented considerations by individuals
(Syrdal et al., 2007; Calo, 2012).

Previous Research on Privacy and Social
Robots
While there is a rich literature on human–robot interaction
across disciplines (for an overview, see Baxter et al., 2016),
research on privacy and social robots is still a comparatively
nascent field. Early empirical studies on privacy concerns in the
context of social robots have explored by means of qualitative
interviews how individuals perceive the use of social robots in
the work environment (e.g., Snackbot, see Lee et al., 2011). The
study of Lee et al. (2011) revealed that most participants did not
understand what data categories Snackbot collected and failed to
differentiate between sensed data (“what the robot sees/hears”)
and inferred information (“what the robot knows”, p. 182).
Moreover, the anthropomorphic shape of Snackbot sometimes
misled the participants’ notion of the capabilities of the robot to
record information (e.g., participants did not consider the ability
of the robot to sense objects behind it).

Other empirical research has focused on concern related
to information disclosure in human–robot interactions. For
instance, in one study, participants stated that they overcame
their fear of robots storing and accessing sensitive information
about them because such processing activities were necessary
(and thus tolerated) in order to benefit from the social robot’s
functions (Syrdal et al., 2007).

Other studies analyzed the privacy-utility tradeoff further, for
instance, in the domain of teleoperated robots (Butler et al.,
2015; Krupp et al., 2017). Butler et al. (2015) explored how,
by means of visual filters, the privacy concerns of individuals
can be reduced, and the benefits of teleoperated robots can still
be reaped. Krupp et al. (2017) used focus groups to identify
salient privacy concerns about telepresence robot. They found
that informational concerns were most strongly discussed (106
occurrences of the theme in coding). However, physical concerns
also received high attention with 60 occurrences. Social and
psychological privacy, by contrast, received far less attention
(both 16 occurrences). In addition, the study found important
emerging categories that were sometimes understood in privacy
terms, for example, marketing and theft. Other studies on home

telepresence robots have studied how the framing of human–
robot interaction and presentation of robot actions within a
home bymeans of short video excerpts affects individual’s privacy
responses toward the robot (Rueben et al., 2017b). Rueben
et al. (2017b) demonstrate the impact of what the authors call
“contextual frames” on individuals’ privacy judgments.

Furthermore, we see a growing, interdisciplinary interest in
research about the privacy implications of social robots, with an
uptick in publications across disciplines since 2015 (Lutz et al.,
2019). To bridge the disciplinary gaps, expert workshop insights
on currently under-addressed topics have led to the identification
of interdisciplinary research needs (Rueben et al., 2018; Fosch-
Villaronga et al., 2020; Kapeller et al., 2020) and have stipulated
the emergence of new research fields, such as the field of privacy-
sensitive robotics (Rueben et al., 2018). These workshops with
experts across disciplines provide qualitative insights into the
ethical, social, and legal implications of social (Rueben et al.,
2018; Fosch-Villaronga et al., 2020) andwearable robots (Kapeller
et al., 2020), pointing to the privacy-relevant issues to be tackled
in the future. Privacy-related aspects include data privacy and
transparency, deception and manipulation, agency and control,
accountability, as well as trust, and recommendations on how
to address them have been developed, for example, increased
control and transparency requirements and the prohibition of
data collection in certain instances.

Larger-scale quantitative studies, such as general population
survey assessing citizens’ attitudes and concerns toward robots,
exist as well (e.g., Eurobarometer, 2012, 2015; Madden and
Rainie, 2015). In the European Union (EU), the general attitudes
toward robots are positive (64%) even though many fear that
robots will take away jobs and alter the current labor market
(70%). Interestingly, citizens in the EU did express some
uneasiness with the idea of robotic companionship for elderly
and surgical robots; yet the Eurobarometer (2015) did not link
these feelings/responses to potential privacy concerns.

Overall, though, there seems to be a lack of empirical studies
that assess the privacy concerns of social robots, especially
with a quantitative approach (Lutz et al., 2019). Empirical
research would prove effective to better understand the validity of
theoretical knowledge on privacy. Moreover, empirical research
can add a non-expert view on commonly theorized issues and,
thus, take into account a more thorough perspective, potentially
helping to shape responsible adoption in the future.

Our current study builds on earlier research that used a
survey to test the privacy paradox among non-experts (Lutz and
Tamò-Larrieux, 2020). This study found evidence for a robot
privacy paradox, where users revealed privacy concerns (different
levels, depending on the privacy type), but these concerns were
not significantly correlated to robot use intentions, even after
controlling for salient control variables such as expected benefits,
social influence, scientific knowledge, and trust. Following up on
this work, we aimed at a test that allowed to identify the role
of privacy concerns less generally and more specifically. Thus,
in contrast to the aforementioned study, our work here asks
for privacy concerns about a fictional but concrete social robot,
rather than social robots more broadly. The chosen method of
an experimental vignette survey thus provides a more realistic
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test of the relationship between privacy concerns and robot
use intentions.

Privacy and Trust
The intricacies between privacy and trust is a complex
phenomenon (Richards and Hartzog, 2016; Waldman, 2018).
The abovementioned control and boundary-management
functions of privacy enable interpersonal relationships that are
built upon trust and trusting beliefs (Westin, 1967). At the same
time, from an institutional perspective, companies including
manufacturers of social robots might be incentivized to promote
consumer trust by means of enhanced privacy features, linking
privacy and trust via an economic element (Hartzog, 2018;
Tamò-Larrieux, 2018). The importance of privacy for trust has
also been acknowledged in more recent policy papers and ethical
guidelines (European Commission, 2018, 2020; Delcker, 2019).
While these papers and guidelines focus on artificial intelligence
(AI) and ways to promote trustworthy AI, many operations
of social robots already today employ such technology. These
strategic objectives for AI will thus influence the development of
social robots.

The relationship between trust and automation is complex,
and literature on the subject has emerged (Lee and See, 2004;
Cheshire, 2011; Hoffman et al., 2013; Schaefer et al., 2016;
Botsman, 2018). While the relational perspective on trust
among humans often defines trust as “a psychological state
comprising the intention to accept vulnerability based upon
positive expectations of the intentions or behaviors of another”
(Rousseau et al., 1998, p. 395), Botsman (2018) understands trust
as a “confident relationship with the unknown” (p. 20). Similarly,
Möllering (2001) identifies trust as a three-step mental process
of expectation, interpretation, and suspension. Interaction with
a social robot requires trust because private information is
disclosed to the machine. Such a disclosure requires a favorable
expectation of an outcome that is uncertain. Whether or not an
individual interprets an outcome to be favorable relies on a mix
of different elements, including rational and emotional ones, and
finally, the individual must take what Möllering (2001, p. 414)
calls a “leap of trust,” meaning that what an individual interpreted
becomes accepted and the unknownable momentarily certain.

The literature on interpersonal trust can help to understand
trusting beliefs among humans and social robots (or more
broadly: automation). However, “trust in automation involves
other factors that relate specifically to technology’s limitations
and foibles” such as its “reliability, validity, utility, robustness,
and false-alarm rate” (Hoffman et al., 2013, p. 85). The
capabilities of technologies (such as social robots) as well
as their affordances (e.g., ability to control certain features,
communication with a device) impact trust in automation overall
(Schaefer et al., 2016). What complicates the relationship further
is that these technical features, which are continuously evolving
with technological progress, are only one aspect in the broader
calculus that impacts trust in the robot: Human factors (e.g., their
personality, trust propensity, attitudes, etc.) and environmental
ones (e.g., ways in which technologies are used within an
environment, cultural notions) contribute to the full picture
(Lee and See, 2004; Schaefer et al., 2016). Moreover, neither

trust nor automation is static, but constantly evolving with new
experiences. Capturing trust and trusting believes can thus only
be done via proxy and illustrates a specific point in time and
interaction with one technology.

With respect to trust and privacy in the context of social
robots, an interesting field has emerged that analyzed situations
in which users trust (Aroyo et al., 2018; Kundinger et al., 2019)
and overtrust social robots (Booth et al., 2017; Borenstein et al.,
2018; Wagner et al., 2018). Overtrust has an implication for
privacy, as it indicates a tendency to allow physical, social, and
informational constraints to be crossed. Overtrust is defined as
“a situation in which a person misunderstands the risk associated
with an action because the person either underestimates the
loss associated with a trust violation; underestimates the chance
the robot will make such a mistake; or both” (Wagner et al.,
2018, p. 22). Thus, the topic of overtrust is closely linked to the
one of deception, which—as mentioned above—multiple expert
workshops have pointed to with a call for future, interdisciplinary
research in the field. These aspects tie back the discussion
on a political level, where the promotion and development
of trustworthy technology is at the forefront of European
policymakers’ agenda (European Commission, 2018, 2020).

MODEL AND THEORETICAL
DEVELOPMENT

Behavioral intentions to use a social robot is the key dependent
construct in this study. We used behavioral intentions, rather
than actual or reported behavior, because of the topic of the
study and nature of the data collection. We expected that
few respondents had themselves interacted with a social robot.
Thus, behavioral assessments would be unevenly distributed,
less reliable, and less appropriate for the statistical analysis.
Naturally, the reliance on behavioral intentions as the dependent
construct, rather than actual behavior, prevents the test of the
privacy paradox in the narrow sense. The privacy paradox is
generally understood as the divergence between attitudes and
behavior when it comes to privacy (Dienlin and Trepte, 2015;
Kokolakis, 2017). It has evoked substantial research interest,
especially in the context of digital and social media, as shown
in the meta-analysis by Baruh et al. (2017), which included 166
studies with more than 75,000 participants across 34 countries in
total. Their meta-analysis also discussed the distinction between
behavioral intentions and actual behavior as the outcome variable
in research on the privacy paradox. A considerable number of
studies (about half of all the effects) in the meta-analysis relied on
behavioral intentions, rather than actual behavior, as the outcome
variable and the authors found similar effects for intentions
and behavior: “[T]here were no significant differences between
studies investigating behavioral intentions vs. behavior regarding
use of online services [. . . ] and use of SNSs” (p. 39). The same
was true for privacy protection intentions vs. privacy protection
behavior as the outcome. Only for sharing information as the
dependent variable, behavior and intentions behaved differently,
with the effects for intentions being stronger than for behavior.
Thus, based on the meta-analysis, two conclusions can be drawn.
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First, intentions is a frequently used dependent construct in
privacy paradox, although it does not align with the commonly
accepted definition. Second, intentions and behavior are similarly
affected by privacy concerns. Taken together, and in conjunction
with the empirical constraints of studying behavior in the context
of social robots through a survey-based study, we deem it
justifiable to look at intentions, rather than behavior.

In our research model, there are several attitudinal constructs
to predict behavioral intentions: trust, privacy concerns,
perceived benefits of robots, and scientific interest. We will
discuss each of these factors in turn.

Trust, and specifically trusting beliefs, should be associated
with robot use intentions. Trusting beliefs can be differentiated
into specific dimensions such as integrity, benevolence, and
ability (McKnight et al., 2002). Thus, the trustor must assess the
trustee as honest, benevolent, and competent in order to form
trust. If this is the case, individuals are more likely to develop
trusting intentions, which will, in turn, lead to trusting behavior,
for example, the use of a new technology. Trusting beliefs, rather
than, for example, Möllering’s (2001) leap of trust approach,
are used because they are easier to measure. Based on the trust
literature and trust theory, we propose the following hypothesis.

H1: Trusting beliefs in a robot have a positive effect on social
robot use intentions.

Citizens need to overcome certain concerns to start using
social robots voluntarily, privacy concerns being an important
type. If the privacy risks of a social robot are thought to be high,
we expect lower levels of adoption intention. However, ample
research on self-disclosure and privacy in online contexts has
shown that privacy attitudes—including concerns—often do not
match privacy behavior (Kokolakis, 2017). Although they are
concerned about their privacy, many users of digital services
disclose sensitive information and do not protect their privacy
adequately, for example, by choosing restrictive privacy settings.
This divergence between attitudes and behavior is captured by
the privacy paradox (Barnes, 2006). As discussed above, empirical
studies that look at intentions, rather than behavior, are often
also framed within a privacy paradox framework. In a way,
we can interpret this understanding as a widened and broad
take on the privacy paradox. To date, the empirical evidence
on the privacy paradox—both in a strict and broad sense—is
mixed. Many studies have identified a privacy paradox, but a
considerable number of studies, especially newer ones, found
significant effects between privacy attitudes and behavior or
intentions, thus rejecting the privacy paradox. Kokolakis (2017)
provides a systematic review of this literature, showing how the
empirical evidence is inconclusive. Baruh et al. (2017) noted
the absence of the paradox (i.e., there are small but significant
effects between privacy attitudes and privacy-related behavior or
intentions). However, their study also suggested that contexts
matters because for social network sites, the privacy paradox
seems to hold. In light of the emerging nature of social robots
and low adoption rates, we expect that privacy concerns have a
significant and negative effect on robot use intentions.

H2: Privacy concerns about a robot have a negative effect on
social robot use intentions.

In the literature on the privacy paradox, different theoretical
explanations for the paradox can be differentiated (Hoffmann

et al., 2016). However, the privacy calculus has emerged as
the dominant explanation (Dinev and Hart, 2006). Within this
approach, users weigh the benefits and risks of a technology
against each other and if the former outweigh the later, they will
start or keep using the technology. A rich literature exists that
analyzes the perceived risks and benefits of social network sites
and elaborates on the privacy calculus in this context (Dienlin
and Metzger, 2016; Trepte et al., 2017). This literature highlights
the influence of cultural norms on privacy calculations (Krasnova
et al., 2012; Trepte et al., 2017), showing how the privacy
calculus is not a purely rational process but heavily influenced
by cultural and psychological default positions. Moreover, the
framing of privacy concerns and sharing benefits will likely
affect use intentions. Coopamootoo and Groß (2017) found that
privacy attitudes and sharing attitudes differed significantly in
terms of emotional connotation. Privacy attitudes related to fear,
bringing up actors with a negative connotation such as hackers
and data collectors (e.g., Google). By contrast, sharing attitudes
related to joy, bringing up actors with a positive connotation
such as family and friends. Thus, whether individuals are in a
privacy mindset or a sharing mindset might result in different
behaviors. Applied to social robots, depending on the framing
of the discussion and if this technology is seen as very useful
and benefitting their personal lives (i.e., sharing attitudes are
prioritized over privacy attitudes), individuals will have higher
use intentions. On the other hand, if a social robot is framed
more in privacy terms, individuals will have lower use intentions.
Given theories such as the theory of planned behavior (TPB;
Ajzen, 1991) and previous research (Alaiad and Zhou, 2014), we
expect that perceived benefits exert a positive influence on robot
use intentions.

H3: Perceived benefits of social robots have a positive effect on
social robot use intentions.

In TPB, social influence is an important antecedent of
behavioral intention (McEachan et al., 2011). Likewise,
technology adoption approaches, for example, the technology
acceptance model and the unified theory of acceptance and
use of technology (UTAUT) highlight the key role of social
factors people’s adoption decisions (Venkatesh and Morris,
2000; Venkatesh et al., 2003). In these theories, social influence
increases behavioral intentions to adopt a new technology. As a
not yet widely adopted technology, social robots should drive use
intentions when someone’s social environment encourages or
expects their use. Citizens that have more social robot-friendly
networks should therefore have higher intentions to use them.

H4: Social influence has a positive effect on social robot
use intentions.

Scientific interest was included as a control variable. Citizens
who are more scientifically interested tend to be more up-to-
date with recent technological developments, including those
that pertain to social robots. Since social robots are still not
widely adopted, we consider scientific interest as a proxy for
knowledge and awareness of social robots—and technology skills
with social robots. Extant research has shown that (digital)
technology skills vary by education (Van Deursen and Van Dijk,
2011; De Boer et al., 2020). Based on De Boer et al. (2020) study
about internet-of-things technologies, which share similarities
with social robots, we expect technology skills with social robots
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to vary by education level as well. Given that scientific interest
and technology skills are both shaped by someone’s education,
we think it is justifiable to use scientific interest as a proxy for
technology skills with social robots, particularly in a situation
where individuals do not have experience with the technology
itself (i.e., they do not own a robot). Scientifically interested
citizens should be able to assess the benefits and risks of the
technology more closely, including the privacy risks. They might
also be more technologically open minded and curious. Using
diffusion of innovation theory as a conceptual basis (Rogers,
2003), citizens interested in scientific development should have
higher behavioral intentions to use novel technologies, including
social robots. By including scientific interest, we also follow
existing survey-based studies (Eurobarometer, 2012).

H5: Scientific interest has a positive effect on social robot
use intentions.

METHODS

Sample
The experimental vignette study was conducted in December
2018, in the form of a randomized survey with two conditions:
high privacy risks and low privacy risks. We programmed the
survey in Qualtrics and relied on MTurk for the participant
recruitment, surveying respondents located in the United States
(see Aguinis et al., 2020 for more information onMTurk as a data
source). The average completion time was 8min and participants
were compensated with 1.25 US dollars, leading to an average
hourly wage of 9.5 US dollars. We aimed for a sample of 300
participants–150 per condition—and in the end, 298 respondents
completed the study. Because they failed at least one of two
attention checks, six individuals were eliminated from further
analysis, leaving us with a final sample of 292. The average age
in the final sample is 35 years old (median = 33 years; SD =

9.5 years). One hundred fourteen respondents identify as female
(39%), 177 as male (60.5%), and one person prefers not to say
(0.5%). The sample is relatively educated, with 16% having high
school as their highest degree, 36% some college, 41% a Bachelor,
6.5% a Master, and 0.5% a Doctorate or Other.

Measurement and Data Analysis
To test our hypotheses, we used a people paper study
(Aguinis and Bradley, 2014) with a between-subjects design
and with a manipulation of privacy risks into a high and low
condition. Participants were randomly assigned into either the
high or low privacy risk scenario. The vignette described a
fictional social robot called MIMO. MIMO is portrayed as an
affordable companion robot that offers useful functionality. In
both conditions, the respondents saw the same introductory
paragraph describingMIMO’s general functionality and purpose.
However, the next two paragraphs differed between the two
conditions. In the first and low privacy risk scenario, MIMO
is e-privacy certified and fully complies with current US and
European privacy laws. MIMO tends to have privacy-by-default
settings in this scenario and fewer privacy-invasive capabilities
than in the high privacy risk scenario. Moreover, the data MIMO
collects is stored more securely and locally. By contrast, MIMO

in the high privacy risk scenario is not e-privacy certified and
does not comply with US and European privacy law (compliance
with privacy laws is not a condition for market entrance
but suppliers that violate privacy laws risk facing steep fines,
Newlands et al., 2020). In this scenario, MIMO is more privacy-
invasive, for example, by being switched on by default and
performing additional analyses on the users’ voice. Moreover,
MIMO has worse security in this scenario. The two privacy
risk scenarios are shown in Supplementary Figures 1 and 2 in
Supplementary Material. We focused strongly on informational
privacy for these scenarios but included elements of other privacy
types as well. For the formulation of the scenarios, we followed
established privacy conceptualizations and measurements (e.g.,
Malhotra et al., 2004; Stutzman et al., 2011), intending that the
low-risk scenario would result in lower privacy concern scores on
these scales and that the high privacy risk scenario would result in
higher scores. As a manipulation check, participants responded
to 16 privacy concern questions/items that can be grouped into
four privacy concern types [Lutz and Tamò-Larrieux (2020) for
more information on these four dimensions]. The manipulation
checks indicated that the conditions clearly differentiated privacy
concerns (Table 1).

The privacy risk manipulations were entered into a regression
as dummy variables (0—low privacy risk, 1—high privacy risk),
and we used robot use intentions as the dependent variable.
Principal component analysis was used to bundle all constructs
with more than one item (i.e., robot use intentions, overall
privacy concerns, trusting beliefs, social influence). All four
constructs loaded neatly on one component and had high
internal consistency. Cronbach’s α was 0.96 for robot use
intentions, 0.94 for overall privacy concerns, 0.92 for trusting
beliefs, and 0.91 for social influence. No significant demographic
differences in age (t = 0.76, p = 0.45), education (t = 0.11, p =

0.92), and gender (Chi-Square= 2.15, p= 0.34) exist between the
respondents in the low and high privacy risk scenarios.

We used the measures from Lutz and Tamò-Larrieux (2020)
to assess social robot use intention, social influence, trust,
and scientific interest but slightly adjusted them to make the
connection to the vignettes and MIMO. More specifically, the
prompts at times reminded the respondents to think of the
social robot described in the scenario and the items referred to
this specific social robot rather than robots in general (e.g., for
trusting beliefs, two sample items were “I believe that such a
robot acts in my best interest.” and “Overall, such a robot is a
capable and proficient service provider.”). For perceived benefits,
we used a more succinct measurement with only one item
based on the Eurobarometer (2012) survey. The item assessed
respondents’ opinion about social robots in general terms and
had four response options: very negative, fairly negative, fairly
positive, and very positive. The full questionnaire used is shown
in Supplementary Material.

To test the hypotheses, we conducted a linear regression
analysis in Stata (v.15), using the “robust” option for
heteroscedasticity-corrected standard errors. We also tested
for colinearity, and the largest variance inflation factors were
2.17 and 2.14 for the education categories “some college” and
“Bachelor’s degree,” respectively, indicating the absence of severe
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TABLE 1 | Manipulation check.

Low privacy

risk condition

High privacy

risk condition

t-value Sig. Mean difference

[confidence interval]

Physical privacy concerns 2.02 2.61 5.01 0.00 0.59 [0.36, 0.83]

Institutional informational privacy concerns 3.14 4.22 8.15 0.00 1.08 [0.82, 1.34]

Social informational privacy concerns 2.66 3.89 9.18 0.00 1.23 [0.97, 1.49]

Overall privacy concerns 2.31 3.67 9.82 0.00 1.36 [1.09, 1.63]

Arithmetic means are displayed for columns 2 and 3; 1–5 scales; N = 143 for low(er) privacy risk scenario and 149 for high(er) privacy risk scenario; Levene’s test for equality of

variances yields p-values > 0.05 for social, physical, and global privacy concerns, indicating equal variances assumed, but < 0.05 for institutional privacy concerns; measurement of

privacy concerns dimensions based on Lutz and Tamò (2015).

TABLE 2 | Regression of robot use intentions on demographics, privacy, trusting

beliefs, general opinion/beliefs, social influence, and scientific interest.

Unstandardized coefficient

(robust standard errors)

Beta

Age 0.01 (0.01) 0.04

Gender

(reference: female)

Male −0.03 (0.10) −0.01

Other −0.77*** (0.13) −0.04

Education

(reference: high School)

Some college 0.2 (0.14) 0.07

Bachelor 0.19 (0.14) 0.07

Master 0.43* (0.21) 0.08*

Doctor 0.78*** (0.25) 0.04***

Other −0.02 (0.16) 0.00

Privacy risk condition

(reference: low risk)

−0.65*** (0.11) −0.25***

Trusting beliefs 0.29*** (0.07) 0.22***

General opinion/benefits 0.22** (0.08) 0.12**

Social influence 0.54*** (0.06) 0.47***

Scientific interest 0.07 (0.10) 0.03

Constant −0.47 (0.42)

N = 292; R2
= 0.62; ***p < 0.001, **p < 0.01, *p < 0.05, no star, not statistically

significant. A Bonferroni correction that assumes a p-value threshold of 0.05 would result

in a corrected statistical significance threshold of 0.00625 (0.05/8), since there are eight

predictor variables, five from the hypotheses, and three control variables. Education:

Master is the only effect that becomes insignificant after such a correction. All other

significant predictors have p-values below 0.00625.

colinearity. Privacy concerns were entered as an independent
dummy variable based on the condition (high privacy risk
scenario vs. low privacy risk scenario).

RESULTS

Table 2 displays the results of the linear regression analysis.
Trusting beliefs in the robot have a significant and positive effect
on robot use intentions. The null hypothesis is therefore rejected,
offering some support for H1. Privacy concerns have a significant
and negative effect on social robot use intention, rejecting the
null hypothesis and offering some support for H2. Controlling
for demographic characteristics, trust, benefits/general opinion

toward social robots, social influence, and scientific interest,
respondents in the high-risk scenario score two thirds of a point
lower (on a five-point scale) in their intention to adopt the
social robot. Perceived benefits, in the form of general opinions
about robots, have a significant and positive effect on robot
use intentions, refuting the null hypothesis and offering some
support for H3. Social influence affects robot use intentions
significantly and positively. Thus, the null hypothesis is rejected
for H4, and some support is found for this hypothesis. The
more supportive someone’s social environment toward robots,
the higher the intentions to use such a robot. Finally, H5
is rejected as scientific interest does not influence robot use
intentions significantly. The demographic predictors exert a
limited influence on robot use intentions, but more educated
users have somewhat higher use intentions.

Overall, four out of the five hypotheses tend to be supported,
and one is rejected. Importantly, the main hypothesis about the
privacy paradox (H2) was not rejected. We are able to explain
62 percent of the variance in intention to use the fictional social
robot with our independent variables.

DISCUSSION AND CONCLUSION

Previous research on privacy in digital contexts has detected
a privacy paradox between users’ privacy attitudes and their
behaviors as well as between privacy attitudes and intentions.
Users report high levels of privacy concerns but exhibit behavior
that could be interpreted divergently, such as high levels of
disclosure of personal information and low levels of privacy
protection (Chen and Rea, 2004; Milne et al., 2009). While the
individualistic notion of the privacy paradox and privacy self-
management is increasingly contested (e.g., Obar, 2015; Lutz
et al., 2020), we, nevertheless, took the privacy paradox as a
useful starting for investigating social robots as an emerging
but not yet widely adopted technology. Following up on earlier
work, where we had tested the privacy paradox for social robots
more generally and indeed found evidence for a privacy paradox
(Lutz and Tamò-Larrieux, 2020), we wanted to check whether
the privacy paradox between privacy concerns and intentions
holds when confronted with a concrete robot. We, thus, opted
for an experimental vignette study as a middle ground between
a lab study, which is costly and time intensive, and a more
generic survey. The experimental vignette study allows testing the
relationship between privacy concerns and robot use intentions
in a causal sense and is more tangible than a general survey.
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We found that the privacy manipulation had a relatively
pronounced effect on robot use intentions. Respondents in the
more invasive scenario were significantly less likely to be willing
to use such a robot, controlling for a range of predictors. Trusting
beliefs, social influence, and general opinion about robots also
influenced robot use intentions significantly—and positively.

Several theoretical and practical implications come with our
findings. Importantly, we did not find a privacy paradox and
instead identified a strong role of privacy invasiveness in affecting
use intentions. This is in line with overview articles that looked
at the privacy paradox more generally. For example, Baruh
et al. (2017), in their meta-analysis of research on the privacy
paradox, identified that, on aggregate, the privacy paradox does
not hold, and there is, in fact, an association between privacy
concerns and privacy-related behavior as well as intentions.
Similarly, Kokolakis (2017), in a systematic literature view
on the privacy paradox, discussed a temporal trajectory with
newer studies increasingly refuting the privacy paradox. Our
research indicates that when individuals are confronted with
concrete privacy-invasive technologies, they do take privacy into
consideration. Thus, privacymatters—andwill matter—for social
robots (Rueben et al., 2018). However, a limitation of our study
is that we used intentions rather than actual behavior as the
dependent variable, due to the practical constraints of recruiting
social robot owners with a general survey and constraints in
doing a lab study. As discussed, the focus on intentions aligns
with other research on the privacy paradox (see Baruh et al., 2017)
but does not follow the original conceptualization of the privacy
paradox as a divergence between attitudes and behavior. Thus,
future research could confront individuals with actual robots
that vary in privacy friendliness and test whether individuals use
them differently in a controlled setting (of course making sure
that no ethical boundaries are crossed and that users’ privacy
is not actually violated within the study). Research could also
investigate the privacy paradox for adjacent technologies such
as smart speakers and smart toys, which share similarities with
social robots but are more widely adopted and therefore easier
to sample for (Peter et al., 2019; Lutz and Newlands, 2021).
Moreover, the privacy aspects were quite prominent in our
vignettes. When deciding about purchasing a social robot in
real life, potential users will probably not have the same concise
privacy information available as in the study.With this in mind—
and taking the literature on the privacy calculus and cultural
differences into account (Krasnova et al., 2012; Trepte et al.,
2017) as well as the one highlighting the limitations of rational
decisions with respect to privacy (e.g., Acquisti and Grossklags,
2005)—it remains to be seen how privacy-friendly design of social
robots impacts the willingness of users to buy and engage with
them. Overall, as indicated by the literature on cultural privacy
preferences, we assume that our results with respect to the use
intention provided with substantial information on the privacy
risks of devices would change depending on the dominant culture
of a test group.

Another important finding is that trusting beliefs affect
social robot use intention positively. Thus, individuals take
the trustworthiness of a social robot into consideration when
considering using it. We have discussed in the literature review

how this can have ambivalent consequences, especially if users
trust social robots too much (Booth et al., 2017; Borenstein
et al., 2018; Wagner et al., 2018). Future research should explore
the dynamics of trust and overtrust in social robots, and their
connection to privacy. Such research is needed as overtrusting
social robots might have serious privacy implications as overtrust
leads to a tendency to allow physical, social, and informational
boundaries to be crossed. Interdisciplinary research in this field
should furthermore examine how deception by social robots
influences privacy perceptions, use intentions, and trusting
beliefs. Findings in those areas would further promote the policy
objectives of the European Union, which aims at developing
trustworthy technology (European Commission, 2018, 2020).

The support for H3 about a positive influence of perceived
benefits/general opinion about robots points to the partly
utilitarian nature of the technology.More positive opinions about
robots will translate into higher use intentions. Future research
could disentangle these opinions somewhat and investigate how
positive or negative opinions are formed based on different
factors such as media consumption, education, and technology
attitudes more broadly. A limitation of our study was the single-
item measurement of this construct. Future research should use
more robust, multi-item scales to assess perceived benefits and
general opinions about robots. Uses and gratifications would be
a helpful theory to systematically develop perceived benefits (De
Jong et al., 2019).

The finding that social influence has a positive effect on use
intentions suggests that the use of social robots, as an emerging
technology, depends heavily on someone’s social environment.
Thus, social robots have to be understood in context and their
situatedness within certain social milieus (e.g., educated and
tech-affine people) begs for further study, especially through
observational and qualitative approaches. Our findings show
that social norms are of crucial importance in the context of
social robots. Robotics firms might want to invest in community
management and word-of-mouth promotion to leverage this
social influence.

Overall, our study suggests that privacy matters. Robotics
firms should therefore take privacy sensitivity into consideration
as an important design factor. If privacy is neglected and
privacy invasions occur, the media are quick to highlight these
issues, as it happened when privacy norm violations with related
technologies, such as smart speakers, occurred (Estes, 2018; Day
et al., 2019a,b). Thus, robotics firms should construe privacy
as a key part of their development philosophy and not as an
afterthought. In Europe, this is legally mandated by the privacy-
by-design and privacy-by-default principle established within the
General Data Protection Regulation (GDPR). How the principle
of privacy-by-design and privacy-by-default will impact the
concrete design of social robots is still to be seen.

Robotics firms should be aware of the fact that consumers
value privacy and consider it in their purchasing decisions when
faced with tangible risks. In that sense, manufacturers might want
to increase investments into privacy-sensitive robotics (Rueben
et al., 2018). Not only shouldmanufacturers develop social robots
that are privacy friendly, but they should also communicate their
privacy-protection efforts to potential customers in concise and
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transparent ways (Felzmann et al., 2019). Here too, the GDPR
paves the way in Europe with a list of specific information duties
that data controllers (i.e., entities determining what data are being
processed for what purpose) must provide to the data subjects
(i.e., the person affected by a data processing of a social robot and
to whom the personal data being processed belongs to).

Aside from government strategy positions (e.g., European
Commission, 2018, 2020), newer industry standards on
“trustworthiness in artificial intelligence” (ISO/IEC TR
24028:2020) elaborate on approaches toward security and
privacy in AI. Such self-regulatory standards show that also the
industry has realized the need for a holistic and standardized
manner to ensure trust in AI as well as AI-based products
(e.g., social robots). It will be interesting to follow how the
strategy positions of governments will shape the approaches
of the industry through standardization efforts as well as
upcoming legislation.
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M. (2016). A typology of privacy. J. Int. Law 38, 483–575. Available online
at: https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2754043

Krasnova, H., Veltri, N. F., and Günther, O. (2012). Self-disclosure and privacy
calculus on social networking sites: the role of culture. Bus. Inform. Syst. Eng. 4,
127–135. doi: 10.1007/s12599-012-0216-6

Krupp, M. M., Rueben, M., Grimm, C. M., and Smart, W. D. (2017). “Privacy
and telepresence robotics: what do non-scientists think?,” in Proceedings of the

Companion of the 2017 ACM/IEEE International Conference on Human-Robot

Interaction (Vienna: ACM), 175–176. doi: 10.1145/3029798.3038384
Kundinger, T., Wintersberger, P., and Riener, A. (2019). “(Over) Trust in

automated driving: the sleeping pill of tomorrow?,” in Extended Abstracts of

the 2019 CHI Conference on Human Factors in Computing Systems (Glasgow:
ACM), 1–6. doi: 10.1145/3290607.3312869

Lee, J. D., and See, K. A. (2004). Trust in automation: designing for appropriate
reliance. Hum. Factors 46, 50–80. doi: 10.1518/hfes.46.1.50.30392

Lee, M. K., Tang, K. P., Forlizzi, J., and Kiesler, S. (2011). “Understanding
users’ perception of privacy in human-robot interaction,” in Proceedings of the

6th International Conference on Human-Robot Interaction (Lausanne: ACM),
181–182. doi: 10.1145/1957656.1957721

Liang, Y., and Lee, S. A. (2017). Fear of autonomous robots and artificial
intelligence: evidence from national representative data with probability
sampling. Int. J. Soc. Robot. 9, 379–384. doi: 10.1007/s12369-017-0401-3

Lutz, C., Hoffmann, C. P., and Ranzini, G. (2020). Data capitalism and the user: an
exploration of privacy cynicism in Germany.NewMedia Society 22, 1168–1187.
doi: 10.1177/1461444820912544

Lutz, C., and Newlands, G. (2021). Privacy and smart speakers: a multi-
dimensional approach. Inform. Soc. 37:1897914. doi: 10.1080/01972243.2021

Lutz, C., Schöttler, M., and Hoffmann, C. P. (2019). The privacy implications of
social robots: scoping review and expert interviews.Mobile Media Commun. 7,
412–434. doi: 10.1177/2050157919843961

Lutz, C., and Tamò, A. (2015). “RoboCode-Ethicists: privacy-friendly robots, an
ethical responsibility of engineers?,” in Proceedings of the 2015 ACM Web

Science Conference (Oxford: ACM). doi: 10.1145/2793013.2793022
Lutz, C., and Tamò, A. (2018). “Communicating with robots: ANTalyzing the

interaction between healthcare robots and humans with regards to privacy,”
in Human-Machine Communication: Rethinking Communication, Technology,

and Ourselves, ed A. Guzman (Bern: Peter Lang), 145–165.
Lutz, C., and Tamò-Larrieux, A. (2020). The robot privacy paradox: understanding

how privacy concerns shape intentions to use social robots. Hum.-Mach.

Commun. 1, 87–111. doi: 10.30658/hmc.1.6
Madden, M., and Rainie, L. (2015). Americans’ attitudes about privacy,

security and surveillance. Pew Internet, Science and Tech Report. Available

Frontiers in Robotics and AI | www.frontiersin.org 10 April 2021 | Volume 8 | Article 627958

https://doi.org/10.4337/9781783476732.00017
https://www.bloomberg.com/news/articles/2019-04-10/is-anyone-listening-to-you-on-alexa-a-global-team-reviews-audio
https://www.bloomberg.com/news/articles/2019-04-10/is-anyone-listening-to-you-on-alexa-a-global-team-reviews-audio
https://www.bloomberg.com/news/articles/2019-04-10/is-anyone-listening-to-you-on-alexa-a-global-team-reviews-audio
https://www.bloomberg.com/news/articles/2019-04-24/amazon-s-alexa-reviewers-can-access-customers-home-addresses
https://www.bloomberg.com/news/articles/2019-04-24/amazon-s-alexa-reviewers-can-access-customers-home-addresses
https://www.bloomberg.com/news/articles/2019-04-24/amazon-s-alexa-reviewers-can-access-customers-home-addresses
https://doi.org/10.2196/22532
https://doi.org/10.1109/RO-MAN46459.2019.8956319
https://www.politico.eu/article/u-s-to-endorse-new-oecd-principles-on-artificial-intelligence/
https://www.politico.eu/article/u-s-to-endorse-new-oecd-principles-on-artificial-intelligence/
https://doi.org/10.1111/jcc4.12163
https://doi.org/10.1002/ejsp.2049
https://doi.org/10.1287/isre.1060.0080
https://gizmodo.com/your-worst-alexa-nightmares-are-coming-true-1826327301
https://gizmodo.com/your-worst-alexa-nightmares-are-coming-true-1826327301
http://ec.europa.eu/public_opinion/archives/ebs/ebs_382_en.pdf
http://ec.europa.eu/public_opinion/archives/ebs/ebs_382_en.pdf
http://ec.europa.eu/public_opinion/archives/ebs/ebs_427_en.pdf
https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
https://ec.europa.eu/info/sites/info/files/commission-white-paper-artificial-intelligence-feb2020_en.pdf
https://ec.europa.eu/info/sites/info/files/commission-white-paper-artificial-intelligence-feb2020_en.pdf
https://doi.org/10.1109/MRA.2019.2904644
https://doi.org/10.1007/978-94-007-5170-5_1
https://doi.org/10.1016/S0921-8890(02)00372-X
https://doi.org/10.1007/s12369-019-00605-z
https://doi.org/10.2139/ssrn.2280877
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3572611
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3572611
https://spectrum.ieee.org/automaton/robotics/home-robots/six-recent-trends-in-robotics-and-their-implications
https://spectrum.ieee.org/automaton/robotics/home-robots/six-recent-trends-in-robotics-and-their-implications
https://doi.org/10.4159/9780674985124
https://doi.org/10.1109/MIS.2013.24
https://doi.org/10.5817/CP2016-4-7
https://www.uidaho.edu/-/media/UIdaho-Responsive/Files/law/law-review/articles/volume-51/51-3-kaminski-margot-e.pdf
https://www.uidaho.edu/-/media/UIdaho-Responsive/Files/law/law-review/articles/volume-51/51-3-kaminski-margot-e.pdf
https://www.uidaho.edu/-/media/UIdaho-Responsive/Files/law/law-review/articles/volume-51/51-3-kaminski-margot-e.pdf
https://ssrn.com/abstract=3002576
https://ssrn.com/abstract=3002576
https://doi.org/10.1007/s11948-020-00268-4
https://doi.org/10.1016/j.cose.2015.07.002
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2754043
https://doi.org/10.1007/s12599-012-0216-6
https://doi.org/10.1145/3029798.3038384
https://doi.org/10.1145/3290607.3312869
https://doi.org/10.1518/hfes.46.1.50.30392
https://doi.org/10.1145/1957656.1957721
https://doi.org/10.1007/s12369-017-0401-3
https://doi.org/10.1177/1461444820912544
https://doi.org/10.1080/01972243.2021
https://doi.org/10.1177/2050157919843961
https://doi.org/10.1145/2793013.2793022
https://doi.org/10.30658/hmc.1.6
https://www.frontiersin.org/journals/robotics-and-AI
https://www.frontiersin.org
https://www.frontiersin.org/journals/robotics-and-AI#articles


Lutz and Tamò-Larrieux Privacy Social Robots

online at: http://www.pewinternet.org/2015/05/20/americans-attitudes-about-
privacy-security-and-surveillance

Malhotra, N. K., Kim, S. S., and Agarwal, J. (2004). Internet users’ information
privacy concerns (IUIPC): the construct, the scale, and a causal model. Inform.

Syst. Res. 15, 336–355. doi: 10.1287/isre.1040.0032
McEachan, R. R. C., Conner, M., Taylor, N. J., and Lawton, R. J. (2011).

Prospective prediction of health-related behaviours with the theory of
planned behaviour: a meta-analysis. Health Psychol. Rev. 5, 97–144.
doi: 10.1080/17437199.2010.521684

McKnight, D. H., Choudhury, V., and Kacmar, C. (2002). Developing and
validating trust measures for e-commerce: an integrative typology. Inform. Syst.

Res. 13, 334–359. doi: 10.1287/isre.13.3.334.81
Milne, G. R., Labrecque, L. I., and Cromer, C. (2009). Toward an understanding

of the online consumer’s risky behavior and protection practices. J. Consum.

Affairs 43, 449–473. doi: 10.1111/j.1745-6606.2009.01148.x
Möllering, G. (2001). The nature of trust: from Georg Simmel to a theory

of expectation, interpretation and suspension. Sociology 35, 403–420.
doi: 10.1177/S0038038501000190

Newlands, G., Lutz, C., Tamò-Larrieux, A., Villaronga, E. F., Harasgama,
R., and Scheitlin, G. (2020). Innovation under pressure: implications for
data privacy during the Covid-19 pandemic. Big Data Society 7, 1–14.
doi: 10.1177/2053951720976680

Nissenbaum, H. (2004). Privacy as contextual integrity. Washington Law Rev.
79, 101–139. Available online at: https://core.ac.uk/download/pdf/267979739.
pdf

Obar, J. A. (2015). Big data and the phantom public: Walter Lippmann and
the fallacy of data privacy self-management. Big Data Society, 2, 1–16.
doi: 10.1177/2053951715608876

Pavlou, P. A. (2011). State of the information privacy literature: where are we now
and where should we go?MIS Q. 35, 977–988. doi: 10.2307/41409969

Peter, J., Kühne, R., Barco, A., de Jong, C., and van Straten, C. L. (2019). “Asking
today the crucial questions of tomorrow: social robots and the Internet of Toys,”
in The Internet of Toys: Practices, Affordances and the Political Economy of

Children’s Smart Play, eds G. Mascheroni and D. Holloway (Cham: Palgrave
Macmillan), 25–46. doi: 10.1007/978-3-030-10898-4_2

Petronio, S. (2002). Boundaries of Privacy: Dialectics of Disclosure. New York, NY:
State University of New York Press.

Raynes-Goldie, K. (2010). Aliases, creeping, and wall cleaning:
understanding privacy in the age of Facebook. First Monday 15:2775.
doi: 10.5210/fm.v15i1.2775

Richards, N., and Hartzog, W. (2016). Taking trust seriously in privacy law.
Stanford Technol. Law Rev. 19, 431–472. doi: 10.2139/ssrn.2655719

Rogers, E. (2003). Diffusion of Innovations, 4th Edn. New York, NY: Free Press.
Rousseau, D. M., Sitkin, S. B., Burt, R. S., and Camerer, C. (1998). Not so different

after all: a cross-discipline view of trust. Acad. Manage. Rev. 23, 393–404.
doi: 10.5465/amr.1998.926617

Rouvroy, A. (2008). Privacy, data protection, and the unprecedented
challenges of ambient intelligence. Stud. Ethics Law Technol. 2:1.
doi: 10.2202/1941-6008.1001

Rueben, M., Aroyo, A. M., Lutz, C., Schmölz, J., Van Cleynenbreugel, P., Corti,
A., et al. (2018). “Themes and research directions in privacy sensitive robotics,”
in 2018 IEEE Workshop on Advanced Robotics and its Social Impacts (ARSO)

(Genova: IEEE), 1–8. doi: 10.1109/ARSO.2018.8625758
Rueben, M., Bernieri, F. J., Grimm, C. M., and Smart, W. D. (2017b). “Framing

effects on privacy concerns about a home telepresence robot,” in Proceedings

of the 2017 ACM/IEEE International Conference on Human-Robot Interaction

(Vienna: ACM), 435–444. doi: 10.1145/2909824.3020218
Rueben, M., Grimm, C. M., Bernieri, F. J., and Smart, W. D. (2017a). A

taxonomy of privacy constructs for privacy-sensitive robotics. arXiv. preprint
arXiv:1701.00841. Available online at: https://arxiv.org/pdf/1701.00841.pdf

Schaefer, K. E., Chen, J. Y., Szalma, J. L., andHancock, P. A. (2016). Ameta-analysis
of factors influencing the development of trust in automation: implications
for understanding autonomy in future systems. Hum. Factors 58, 377–400.
doi: 10.1177/0018720816634228

Schulz, T., and Herstad, J. (2018). “Walking away from the robot: negotiating
privacy with a robot,” in Proceedings of the 31th International BCS Human

Computer Interaction Conference (eWiC) (Swindon: British Computer Society).
doi: 10.14236/ewic/HCI2017.83

Schulz, T., Herstad, J., and Holone, H. (2018). “Privacy at home: an inquiry into
sensors and robots for the stay at home elderly,” in International Conference on

Human Aspects of IT for the Aged Population (Las Vegas: Springer), 377–394.
doi: 10.1007/978-3-319-92037-5_28

Sedenberg, E., Chuang, J., and Mulligan, D. (2016). Designing commercial
therapeutic robots for privacy preserving systems and ethical research practices
within the home. Int. J. Soc. Robot. 8, 575–587. doi: 10.1007/s12369-016-0362-y

Smith, H. J., Dinev, T., and Xu, H. (2011). Information privacy research: an
interdisciplinary review.MIS Q. 35, 989–1016. doi: 10.2307/41409970

Solove, D. J. (2008). Understanding Privacy. Cambridge, MA; London:Harvard
University Press.

Stutzman, F., Capra, R., and Thompson, J. (2011). Factors mediating
disclosure in social network sites. Comput. Human Behav. 27, 590–598.
doi: 10.1016/j.chb.2010.10.017

Syrdal, D. S., Walters, M. L., Otero, N., Koay, K. L., and Dautenhahn, K.
(2007). “‘‘He knows when you are sleeping” – Privacy and the personal
robot companion,” in Proceedings of the 2007 AAAI Workshop Human

Implications of Human–Robot Interaction (Washington DC: AAAI), 28–33.
Available online at: https://www.aaai.org/Papers/Workshops/2007/WS-07-07/
WS07-07-006.pdf

Tamò-Larrieux, A. (2018). Designing for Privacy and its Legal Framework. Cham:
Springer. doi: 10.1007/978-3-319-98624-1

Trepte, S., Reinecke, L., Ellison, N. B., Quiring, O., Yao, M. Z., and Ziegele, M.
(2017). A cross-cultural perspective on the privacy calculus. Social Media +

Society 3, 1–13. doi: 10.1177/2056305116688035
Turkle, S. (2011). “Authenticity in the age of digital companions,” in Machine

Ethics, edsM. Anderson and S. L. Anderson (Cambridge: Cambridge University
Press), 62–76. doi: 10.1017/CBO9780511978036.008

Van den Berg, B. (2016). “Mind the air gap,” in Data Protection on the

Move: Current Developments in ICT and Privacy/Data Protection, eds
S. Gutwirth, R. Leenes, and P. De Hert (Dordrecht: Springer), 1–24.
doi: 10.1007/978-94-017-7376-8_1

Van Deursen, A., and Van Dijk, J. (2011). Internet skills and the digital divide. New
Media Society 13, 893–911. doi: 10.1177/1461444810386774

Venkatesh, V., and Morris, M. G. (2000). Why don’t men ever stop to ask for
directions? Gender, social influence, and their role in technology acceptance
and usage behavior. MIS Q. 24, 115–139. doi: 10.2307/3250981

Venkatesh, V., Morris, M. G., Davis, G. B., and Davis, F. D. (2003). User acceptance
of information technology: toward a unified view. MIS Q. 27, 425–447.
doi: 10.2307/30036540

Wagner, A. R., Borenstein, J., and Howard, A. (2018). Overtrust in the robotic age.
Commun. ACM 61, 22–24. doi: 10.1145/3241365

Waldman, A. E. (2018). Privacy as Trust: Information Privacy for an Information

Age. Cambridge: Cambridge University Press. doi: 10.1017/9781316888667
Warren, S. D., and Brandeis, L. D. (1890). The Right to privacy.Harward Law Rev.

4, 193–220. doi: 10.2307/1321160
Weiss, A., Wurhofer, D., and Tscheligi, M. (2009). “I love this dog”—children’s

emotional attachment to the robotic dog AIBO. Int. J. Soc. Robot. 1, 243–248.
doi: 10.1007/s12369-009-0024-4

Westin, A. (1967). Privacy and Freedom. Cambridge, MA: Atheneum Press.
Young, A. L., and Quan-Haase, A. (2013). Privacy protection strategies on

Facebook: the Internet privacy paradox revisited. Inform. Commun. Soc. 16,
479–500. doi: 10.1080/1369118X.2013.777757

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Copyright © 2021 Lutz and Tamò-Larrieux. This is an open-access article distributed

under the terms of the Creative Commons Attribution License (CC BY). The use,

distribution or reproduction in other forums is permitted, provided the original

author(s) and the copyright owner(s) are credited and that the original publication

in this journal is cited, in accordance with accepted academic practice. No use,

distribution or reproduction is permitted which does not comply with these terms.

Frontiers in Robotics and AI | www.frontiersin.org 11 April 2021 | Volume 8 | Article 627958

http://www.pewinternet.org/2015/05/20/americans-attitudes-about-privacy-security-and-surveillance
http://www.pewinternet.org/2015/05/20/americans-attitudes-about-privacy-security-and-surveillance
https://doi.org/10.1287/isre.1040.0032
https://doi.org/10.1080/17437199.2010.521684
https://doi.org/10.1287/isre.13.3.334.81
https://doi.org/10.1111/j.1745-6606.2009.01148.x
https://doi.org/10.1177/S0038038501000190
https://doi.org/10.1177/2053951720976680
https://core.ac.uk/download/pdf/267979739.pdf
https://core.ac.uk/download/pdf/267979739.pdf
https://doi.org/10.1177/2053951715608876
https://doi.org/10.2307/41409969
https://doi.org/10.1007/978-3-030-10898-4_2
https://doi.org/10.5210/fm.v15i1.2775
https://doi.org/10.2139/ssrn.2655719
https://doi.org/10.5465/amr.1998.926617
https://doi.org/10.2202/1941-6008.1001
https://doi.org/10.1109/ARSO.2018.8625758
https://doi.org/10.1145/2909824.3020218
https://arxiv.org/pdf/1701.00841.pdf
https://doi.org/10.1177/0018720816634228
https://doi.org/10.14236/ewic/HCI2017.83
https://doi.org/10.1007/978-3-319-92037-5_28
https://doi.org/10.1007/s12369-016-0362-y
https://doi.org/10.2307/41409970
https://doi.org/10.1016/j.chb.2010.10.017
https://www.aaai.org/Papers/Workshops/2007/WS-07-07/WS07-07-006.pdf
https://www.aaai.org/Papers/Workshops/2007/WS-07-07/WS07-07-006.pdf
https://doi.org/10.1007/978-3-319-98624-1
https://doi.org/10.1177/2056305116688035
https://doi.org/10.1017/CBO9780511978036.008
https://doi.org/10.1007/978-94-017-7376-8_1
https://doi.org/10.1177/1461444810386774
https://doi.org/10.2307/3250981
https://doi.org/10.2307/30036540
https://doi.org/10.1145/3241365
https://doi.org/10.1017/9781316888667
https://doi.org/10.2307/1321160
https://doi.org/10.1007/s12369-009-0024-4
https://doi.org/10.1080/1369118X.2013.777757
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/robotics-and-AI
https://www.frontiersin.org
https://www.frontiersin.org/journals/robotics-and-AI#articles

	Do Privacy Concerns About Social Robots Affect Use Intentions? Evidence From an Experimental Vignette Study
	Introduction
	Literature Review
	Social Robots and Privacy Concerns
	Previous Research on Privacy and Social Robots
	Privacy and Trust

	Model and Theoretical Development
	Methods
	Sample
	Measurement and Data Analysis

	Results
	Discussion and Conclusion
	Data Availability Statement
	Ethics Statement
	Author Contributions
	Funding
	Supplementary Material
	References


