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11 APPENDIX

APPENDIX 1. NEWS ARTICLES USED AS MANIPULATIONS IN THE
STUDY

All messages followed the standard format for a fear appeal in that they consisted

of a particular threat component (Maddux & Rogers, 1983). The four manipulations

are similar in terms of format, typeface, size, and colour of the letter, only varying

concerning (1) the one responsible for holding the data (Government vs Private

company) and (2) the strength of threat of Algorithmic bias (High Threat/Low

threat).

The message lengths are also similar (varying from 251 to 264 words). The text

length allowed participants assigned in any of the conditions to read the text in about

one minute (Rayner et al., 2016). Table 1 presents the exact wording for the

Government holding the data conditions:

of Algorithmic bias.

Table 1.1 Government holding the data conditions

(1) Low threat of Al bias (2) High threat

Low Threat

High Threat

New Al system to track coronavirus cases

With health authorities warning of a possible third wave of
Covid-19, your country is now considering launching a new
AT gystem to track infectious disease spreading more
effectively in the future and avoid new lockdowns.

Together with the government's technology department, the
Health Ministry will develop the new system, which citizens
will be able to use through a new app. The Al system will
collect data on the users' infeetion, location, and movement.
The government will be responsible for storing and
analyzing the data. The data will be automatically deleted
every 30 days. The adoption of the new mobile
contact-tracing app would be voluntary.

The app will work in the following way. Once an infected
person is identified, the app will track other users who have
been in the proximity of the infected patient and alert them.
Moreover, the app will automatically notify all close contacts
of the infected person.

Through the AT system, the government will be able to better
identify areas with a high spread of the disease and
implement targeted health policies. However, the
government indicates that the collected data will not be used
to enforee policy adherence to quarantine for those with
confirmed infections.

According to Andrea Larsen, an expert from the Artificial
Intelligence Institute, Al models are neutral tools that allow
the authorities to collect and analyze data more efficiently.
Therefore, Al models can lead policymakers to make
appropriate decisions based on data analysis.

New Al system to track coronavirus cases

With health authorities warning of a possible third wave of
Covid-19, your country is now considering launching a new
AT system to track infectious disease spreading more
effectively in the future and avoid new lockdowns.

Together with the government's technology department. the
Health Ministry will develop the new system, which citizens
will be able to use through a new app. The Al system will
collect data on the users' infection, location. and movement.
The government will be responsible for storing and analyzing
the data. The data will be automatically deleted every 30
days. The adoption of the new mobile contact-tracing app
would be voluntary.

The app will work in the following way. Once an infected
person is identified, the app will track other users who have
been in the proximity of the infected patient and alert them.
Moreover, the app will automatically notify all close contacts
of the infected person.

Through the Al system, the government will be able to better
identify areas with a high spread of the disease and implement
targeted health policies. However, the government indicates
that the collected data will not be used to enforce policy
adherence to quarantine for those with confirmed infections.

According to Andrea Larsen, an expert from the Artificial
Intelligence Institute, AT models can produce systematic
errors that create unfair outcomes against some groups of
individuals over others. Therefore, AT models can lead
policymakers to make inaceurate decisions based on biased
analysis.
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Table 2 presents the exact wording for the Private company holding the data

conditions: (1) Low threat of Algorithmic bias (2) High threat of Algorithmic bias.

Table 1.2. Government holdmng the data conditions.

Low Threat

High Threat

New Al system to track coronavirus cases

With health authorities warning of a possible third
wave of Covid-19, yvour country 1s now considering
launching a new Al system to track mfectious
disease spreading more effectrvely m the future and
avoid new lockdowns.

The new AT system has been developed by a big
high-tech company that offered to collaborate with
the government to create the solution. which
citizens will be able to use through a new app. The
Al system will collect data on the users' infection,
location, and movement, and the company will be
responsible for storing and analyzing the data. The
data will be automatically deleted every 30 days.
The adoption of the new mobile contact-tracing app
would be voluntary.

The app will work in the following way. Once an
infected person is identified. the app will track other
users who have been in the proximity of the
infected patient and alert them. Moreover, the app
will automatically notify all close contacts of the
infected person.

Through the AT system. the company would help
the government to better identify areas with a high
spread of the disease and implement targeted health
policies. However, the government indicates that
the collected data will not be used to enforce policy
adherence to quarantine for those with confirmed
infections.

According to Andrea Larsen, an expert from the
Artificial Intelligence Institute, AT models are
neutral tools that allow the authorities to collect and
analyze data more efficiently. Therefore, AT models
can lead policymakers to make appropriate
decisions based on data analysis.

New Al system to track coronavirus cases

With health authorities warning of a possible third
wave of Covid-19, your country 1s now considering
launching a new Al system to track nfectious
disease spreading more effectively n the future and
avoid new lockdowns.

The new AI system has been developed by a big
high-tech company that offered to collaborate with
the government to create the solution. which
citizens will be able to use through a new app. The
AT system will collect data on the users' infaction,
location, and movement, and the company will be
responsible for storing and analyzing the data. The
data will be automatically deleted every 30 days.
The adoption of the new mobile contact-tracing app
would be voluntary.

The app will work in the following way. Once an
infected person is 1dentified. the app will track
other users who have been 1 the proximity of the
infectad patient and alert them. Moreover, the app
will automatically notify all close contacts of the
infected person.

Through the AT system, the company would help
the government to better identify areas with a high
spread of the disease and implement targeted health
policies. However, the government indicates that
the collected data will not be used to enforce policy
adherence to quarantine for those with confirmed
infections.

According to Andrea Larsen, an expert from the
Artificial Intelligence Institute, AT models can
produce systematic errors that create unfair
outcomes against some groups of individuals over
others. Therefore, Al models can lead policymakers
to make maccurate decisions based on biased
analysis.
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Table 1.3 summarises the arguments used as low-threat appeals and high-threat

appeals in each condition. The strength of threat manipulation appeared at the

bottom of each message.

Table 1.3. Summary of the threat portions of the messages.

According to Andrea Larsen, an expert from the Artificial

Low
Threat

Intelligence Institute, AT models are neutral tools that allow the
authorities to collect and analyze data more efficiently. Therefore,

Al models can lead policymakers to make appropriate decisions
based on data analysis.

According to Andrea Larsen, an expert from the Artificial
High Intelligence Institute, AI models can produce systematic errors that
Threat create unfair outcomes against some groups of individuals over
others. Therefore, AI models can lead policymakers to make
Inaccurate decisions based on biased analysis.

Table 1.4 summarises the arguments used as the authority holding the data appeals

in each condition.

Table 1.4. Summary of the authority holding the data portions of the messages.

Government

Private company

Together with the government's technology department,
the Health Ministry will develop the new system, which
citizens will be able to use through a new app. The AT
system will collect data on the users' infection, location,
and movement. The government will be responsible for
storing and analyzing the data.

The new AT system has been developed by a big
high-tech company that offered to collaborate with the
government to create the solution, which citizens will be
able to use through a new app. The AI system will collect
data on the users' infection, location, and movement, and
the company will be responsible for storing and
analyzing the data.
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APPENDIX 2. MEASUREMENT SCALES USED FOR LATENT
VARIABLES

Table 1 Measurement scales used for latent variables.

Variable Code Measurement

All tems measured on a 7 Likert scale

To whar extent would vou share your personal
WDI  health information with the A system presented in
the scenario if a new wave of pandemic breaks out?

Willingness to
disclose mformation

I am afraid that the Al system may reproduce bias
FTB1 against me via the people building them or through
the data used to train them.

There would be a high potential for discrimination

Eiza: of Technology FTB2 assoc_farea’ with AI system taking decisions based on
population data.
ETB3 The AI system may lead the authorities to make
wrong decisions.
FTB4 AT bias may harm specific groups of people.
ETBS I am willing to take additional actions to aveid
being tracked by AI systems.
ALL Artificial Intelligence systems are good at
recognizing patterns in large amounts of data.
AL2Z  Computers perceive the world using sensors.
Al literacy AL3 Al algorithms maintain models/representations of

the world and use them for reasoning.
Al4  Computers can learn from data
Mafking Al interact with humans is a substantial

AL challenge for Al developers.

ALG Al applications can impact society in both positive
) and negative ways.

ATL IT'would suppart the implementation of this AT

solution, if such a system is launiched in the future.

) : I'would oppose the introduction of such an AT
Adoption Intent AT2 - .

on tenton system if my government decided to implement it. (¥)
I believe my participation in the new app could be

AL advantageous to me and other peaple.

I beliave that downloading the new app could be

Al mutually helpful to myself and other people.
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I am concerned that the information collected in this

PC1 ; ) . ..
context could be misused by public authorities.
I am concerned about allowing the collection of
Privacy concern PC2  information in this context because the data could
be used in a way I did not foresee.
I am concerned about submitting information in this
PC3  context, because of what others might do with it (e.g.
if the data is hacked by third-parties).
Trust in Government TG1 I frust the Government will do what is right for me.
T I can trust the government of the country where I
- live.
, How much do vou trust that the AI system in the
. : TAIl : .- .
Trust in Al scenario can make good-quality decisions?
TAD To what extent do vou feel the AI implementations
= will ultimately increase your well-being?
Perceived control 1t is very important to me that I control how my
i COD1 - i ) .
over data personal data will be used and stored.
PNS1 The government needs to have greater access to
~"  personal information.
Perceived Need for
Governance PNS2 The government needs to have greater access to
Surveillance individual bank accounts.
PNS3 The government needs broader surveillance
o ¥ . .
authorizy.
PNS4 The government needs to have more authority to use
' high tech surveillance.
FCO1 I am most afraid of coronavirus-19.
FCO2 It makes me uncomfortable to think about
Fear of Covid-19 = coronavirus-19.
When watching news and stories about
FCO3 coronavirus-19 on social media, I become nervous

OF aixXIous.
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APPENDIX 3. MANIPULATION AND ATTENTION CHECKS

Table 1. Manipulation and attention checks.

Construct Code Measurement

In the scenario you read, who was

Manipulation check 1 responsible for collecting, storing, and
Governement vs private  MC1  gpalvzine the data?
company condition A big tech company

The government
No data was collectad

In the article you read, what was the

Manipulation check 2 opinion of the expert in AI
Low Threat vs High MC2 technology?
Threat AT might produce accurate results

AT might produced biased results
There was no expert in Al technology

Attention check 1 ACL  please click on the item Disagree.
This 15 an attention check item.
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Table 1. Demographic measures.

APPENDIX 4. DEMOGRAPHICS MEASURES

Variable

Code Measurement

Scale

Gender

GE Which gender do you
identify yourself the
most?

Male
Female
Other

Age

AGE Which age group
describes you?

18-24
25-34
3544
45-54
5564

Education

EDU What 1s the highest level
of school you have
completed?

Some school, no degree
High school graduate
Some college, no degree
Bachelor’s degree
Master’s degree
Professional degree
Doctorate degree

Income

INC Which of these describes
your income last year?

0-500
501-1000
1001-1500
1501-2000
2001-2500
2501-3000
3001-4000
4001-5000
5001-6000
6001-8000
8001-10.000
10.001 or greater

Smartphone
usage
experience

SUE Which of these describes
your experience using
smartphones?

Less than a year;
1-less than 2 years:
2—less than 3 years:
3—less than 4 years;
4—less than 5 years;
5—less than 6 years;
More than 6 years.
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APPENDIX 5. OUTPUT FROM THE PROCESSPROCEDURE IN SPSS

Run MATRIX procedure:

KA KKKk xkkkAkkkkrkx PROCESS Procedure for SPSS Version 3.5.3
kA khkhkhkhkkhhkkkkhkkkkkhx

Written by Andrew F. Hayes, Ph.D. www.afhayes.com
Documentation available in Hayes (2018). www.guilford.com/p/hayes3

Ak hkhk Ak hkhhkhkhk kA hhk A hhkhhhkrhhkhkhhAhk kA hhkhhkhkrhhkhkhhkhkhkdAhhkhkhkhkrhkhkhkhhkhkhkdhkhkrhkhkrhkkhhkxkxx*x

*

Model : 4
Y : Willing
X : biasfear
M : PrivConc

Sample

Size: 788

KA AR A AR AR A A A A A AR AR A A A A A A AR AR A A A A AR AR A AR A AR AR AR A IR A AR AR A AR A AR AR A A A A A A AR A,k

*

OUTCOME VARIABLE:
PrivConc

Model Summary

R R-sq MSE F df1 df2
P
.5457 .2978 1.4561 333.3725 1.0000

786.0000 .0000
Model

coeff se t P LLCI
ULCT
constant 2.1259 .1848 11.5011 .0000 1.7630
2.4887
biasfear . 6850 .0375
18.2585 .0000 .6114 .7587

KA AR A AR AR A AR A AR AR A A A A A A AR AR A A A A AR AR A AR AR A AR AR AR AR AR AR A AR A AR AR A A A AR A Ak Ak kK

*

OUTCOME VARIABLE:
Willing

Model Summary

R R-sqg MSE F dfl df2
P
.4044 .1636 .6330 76.7565 2.0000

785.0000 .0000
Model

coeff se t o) LLCI
ULCT
constant 4.2304 L1317 32.1158 .0000 3.9718
4.4890
biasfear -.1939 .0295 -6.5702 .0000 -.2519
-.1360
PrivConc -.1227 .0235 -5.2169 .0000 -.1688
-.0765

KAk A Ak I A hkhk Ak Ak Ak Ak A hk kA Ak Kk k% TOTAL EFFECT MODEL
R R I b b I b e Sb b I Sh S Sb e Sb db S Sb S 2b S Sb b3

OUTCOME VARIABLE:
Willing

Model Summary
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R
p
.3668
786.0000

Model

ULCI
constant
4.2128
biasfear
-.2286

R-sq

.1346

.0000

coeff

3.9696

.2780

MSE

.6541

se

.1239

.0251

F

122.2206
t
32.0430
-11.0553

dfl

1.0000

.0000

.0000

Krxxkkkokkkkkxkx TOTAL, DIRECT, AND INDIRECT EFFECTS OF X ON Y

* ok ok ok ok kkkokkkkkx

Total effect of X on Y

Effect se t jS) LLCI
CcC ps c cs
-.2780 .0251 -11.0553 .0000 -.3273
-.3200 -.3668
Direct effect of X on Y
Effect se t js) LLCI
c' ps c' cs
-.1939 .0295 -6.5702 .0000 -.2519
-.2232 -.2559
Indirect effect(s) of X on Y:
Effect BootSE BootLLCI BootULCI
PrivConc -.0840 .0166 -.1172 -.0516
Partially standardized indirect effect(s) of X on Y:
Effect BootSE BootLLCI BootULCI
PrivConc -.0967 .0190 -.1345 -.0595

Completely standardized indirect effect(s) of X on Y:

Effect
-.1109

BootSE
.0221

BootLLCI
-.1551

BootULCI
PrivConc -.0677

KAk k Kk kA kA hkk kA kA hkhkhkk kA kkx%k ANALYSIS NOTES AND ERRORS
krkhkkrhkkhkrxhkkhkkkhkxkhkkxkhkkxkxk

Level of confidence for all confidence intervals in output:

95.0000

df2

LILCI

3.7264

-.3273

ULCI

-.2286

ULCI

-.1360

Number of bootstrap samples for percentile bootstrap confidence

intervals:
5000
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