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11 APPENDIX 

APPENDIX 1. NEWS ARTICLES USED AS MANIPULATIONS IN THE 

STUDY 

All messages followed the standard format for a fear appeal in that they consisted 

of a particular threat component (Maddux & Rogers, 1983). The four manipulations 

are similar in terms of format, typeface, size, and colour of the letter, only varying 

concerning (1) the one responsible for holding the data (Government vs Private 

company) and (2) the strength of threat of Algorithmic bias (High Threat/Low 

threat). 

The message lengths are also similar (varying from 251 to 264 words). The text 

length allowed participants assigned in any of the conditions to read the text in about 

one minute (Rayner et al., 2016). Table 1 presents the exact wording for the 

Government holding the data conditions: (1) Low threat of AI bias (2) High threat 

of Algorithmic bias.  
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Table 2 presents the exact wording for the Private company holding the data 

conditions: (1) Low threat of Algorithmic bias (2) High threat of Algorithmic bias.  
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Table 1.3 summarises the arguments used as low-threat appeals and high-threat 

appeals in each condition. The strength of threat manipulation appeared at the 

bottom of each message. 

 

Table 1.4 summarises the arguments used as the authority holding the data appeals 

in each condition. 

 

 

 

 

 

1037875GRA 19703



 

Page 50 

 

APPENDIX 2. MEASUREMENT SCALES USED FOR LATENT 

VARIABLES 
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APPENDIX 3. MANIPULATION AND ATTENTION CHECKS 
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APPENDIX 4. DEMOGRAPHICS MEASURES 
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APPENDIX 5. OUTPUT FROM THE PROCESSPROCEDURE IN SPSS 

 

Run MATRIX procedure: 

 

**************** PROCESS Procedure for SPSS Version 3.5.3 

**************** 

 

          Written by Andrew F. Hayes, Ph.D.       www.afhayes.com 

    Documentation available in Hayes (2018). www.guilford.com/p/hayes3 

 

*************************************************************************

* 

Model  : 4 

    Y  : Willing 

    X  : biasfear 

    M  : PrivConc 

 

Sample 

Size:  788 

 

*************************************************************************

* 

OUTCOME VARIABLE: 

 PrivConc 

 

Model Summary 

          R       R-sq        MSE          F        df1        df2          

p 

      .5457      .2978     1.4561   333.3725     1.0000   

786.0000      .0000 

 

Model 

              coeff         se          t          p       LLCI       

ULCI 

constant     2.1259      .1848    11.5011      .0000     1.7630     

2.4887 

biasfear      .6850      .0375    

18.2585      .0000      .6114      .7587 

 

*************************************************************************

* 

OUTCOME VARIABLE: 

 Willing 

 

Model Summary 

          R       R-sq        MSE          F        df1        df2          

p 

      .4044      .1636      .6330    76.7565     2.0000   

785.0000      .0000 

 

Model 

              coeff         se          t          p       LLCI       

ULCI 

constant     4.2304      .1317    32.1158      .0000     3.9718     

4.4890 

biasfear     -.1939      .0295    -6.5702      .0000     -.2519     

-.1360 

PrivConc     -.1227      .0235    -5.2169      .0000     -.1688     

-.0765 

 

************************** TOTAL EFFECT MODEL 

**************************** 

OUTCOME VARIABLE: 

 Willing 

 

Model Summary 
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          R       R-sq        MSE          F        df1        df2          

p 

      .3668      .1346      .6541   122.2206     1.0000   

786.0000      .0000 

 

Model 

              coeff         se          t          p       LLCI       

ULCI 

constant     3.9696      .1239    32.0430      .0000     3.7264     

4.2128 

biasfear     -.2780      .0251   -11.0553      .0000     -.3273     

-.2286 

 

************** TOTAL, DIRECT, AND INDIRECT EFFECTS OF X ON Y 

************** 

 

Total effect of X on Y 

     Effect         se          t          p       LLCI       ULCI       

c_ps       c_cs 

     -.2780      .0251   -11.0553      .0000     -.3273     -.2286     

-.3200     -.3668 

 

Direct effect of X on Y 

     Effect         se          t          p       LLCI       ULCI      

c'_ps      c'_cs 

     -.1939      .0295    -6.5702      .0000     -.2519     -.1360     

-.2232     -.2559 

 

Indirect effect(s) of X on Y: 

             Effect     BootSE   BootLLCI   BootULCI 

PrivConc     -.0840      .0166     -.1172     -.0516 

 

Partially standardized indirect effect(s) of X on Y: 

             Effect     BootSE   BootLLCI   BootULCI 

PrivConc     -.0967      .0190     -.1345     -.0595 

 

Completely standardized indirect effect(s) of X on Y: 

             Effect     BootSE   BootLLCI   BootULCI 

PrivConc     -.1109      .0221     -.1551     -.0677 

 

*********************** ANALYSIS NOTES AND ERRORS 

************************ 

 

Level of confidence for all confidence intervals in output: 

  95.0000 

 

Number of bootstrap samples for percentile bootstrap confidence 

intervals: 

  5000 

 

------ END MATRIX ----- 
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