








5.7 Robustness – Out–of–Sample Fit Performance

In this section, we examine the predictive ability of the models by comparing

their performance relative to the random walk benchmark. This method is

not a true out–of–sample forecast but rather an out–of–sample fit exercise

since we use the realized values of the contemporaneous regressors. It is thus

an ex–post forecast used to evaluate the predictive content of the variables

inspired by Ferraro et al. (2015). This is a common technique suggested by

Meese and Rogo↵ (1983) as a criterion when evaluating exchange rate models.

Note that we have estimated the cointegrating vector over the entire sample,

so only the short–run dynamics are treated as time–varying while the long–

run relationship is not. We do this because we want to obtain estimates of the

cointegrating relationship with as much information as feasible. This procedure

is also done in other studies like MacDonald and Taylor (1993).

Following the methodology of Ferraro et al. (2015), we estimate the coef-

ficients of the model using a rolling in–sample window to generate a set of

one–step–ahead pseudo out–of–sample forecasts. We use varying in–sample

windows measured as fractions of the total sample size. First, the forecasts

are compared to those implied by the random walk, both with and without

a drift. Then, using the Diebold and Mariano (1995) test of equal predictive

ability, we evaluate the model against the two benchmarks by comparing the

Mean Squared Forecast Errors (MSFEs) (See Appendix A.3 for a description

of the test). When the Diebold and Mariano (DM) test statistic is negative,

it implies that the model outperforms the benchmark forecasts. When the

test statistic is below -1.96, it forecasts significantly better at the five percent

significance level. Figure 6 shows the DM test statistic for the hybrid model at

the 1–week horizon. The x–axis reports the window–size relative to the sample

size.
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Figure 6: Diebold and Mariano (1995) test – Hybrid model

Notes. The figure plots the Diebold and Mariano (1995) test statistic when comparing the

hybrid ECM model (2) to a random walk with (circles) and without (diamonds) drift for

varying in–sample window sizes (x–axis) at a 1–week horizon. The window size is reported

as fractions of the sample size. The sample spans from 14.10.2005 to 26.02.2021, excluding

the Financial Crisis (July 2008 to June 2009). The black line is the DM test statistic’s

critical value, and negative values imply that the model outperforms the benchmark. When

the statistics are lower than the critical value, it performs significantly better at the five

percent significance level.

Regardless of the in–sample window–size the model outperforms the predic-

tions of both benchmarks. The statistic increases with the window size, but

overall, we conclude that the model presents highly robust results compared

to the benchmarks. For comparison, we also plot the DM test statistics of the

micro model in Figure 7. The model forecasts better than the benchmarks

at all window–sizes. However, we can only reject the null of equal predictive

ability for window–sizes larger than 1/15 of the sample.

When comparing our results from the Diebold and Mariano (1995) test to the

Clark and West (2006) test of equal predictive ability, we see clear indications
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Figure 7: Diebold and Mariano (1995) test – Micro model

Notes. The figure plots the Diebold and Mariano (1995) test statistic when comparing the

micro ECM model (1) to a random walk with (circles) and without (diamonds) drift for

varying in–sample window sizes (x–axis) at a 1–week horizon. The window size is reported

as fractions of the sample size. The sample spans from 14.10.2005 to 26.02.2021, excluding

the Financial Crisis (July 2008 to June 2009). The black line is the DM test statistic’s

critical value, and negative values imply that the model outperforms the benchmark. When

the statistics are lower than the critical value, it performs significantly better at the five

percent significance level.

of robustness (See Appendix A.4 for description). Thus, the Clark and West

test only strengthens the results. The statistics and p–values of the Clark and

West test for both models are reported in Table B.4.1 in Appendix B.4. The

tests are not able to tell us much about the actual forecasting ability of the

models. However, they a�rm that the out–of–sample fit of both models is

pretty good and that the hybrid model seems to beat the micro model in this

simple exercise.
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6 Conclusion

This thesis examines the relationship between the EURNOK exchange rate,

macroeconomic fundamentals, and end–user order flows at a weekly frequency.

Specifically, we analyze the variations in the exchange rate using the di↵erential

between the 3–month interest rates in Norway and the Euro area, Brent Crude

Oil price, the CBOE volatility index, and order flows for the period 2005 to

2021. Further, we utilize the fact that Norges Bank provides us with a detailed

dataset classifying order flows according to customer type, and transactions

according to the contract type. In our thesis, we distinguish between Finan-

cial and Non–financial end–users, enabling us to address the heterogeneous

relationships between the end–users and the depreciation rate. The results

confirm the findings of, along with others, Bjønnes et al. (2005) and Evans

and Rime (2016) that di↵erent customer types exhibit di↵erent correlations

with exchange rates.

The key results of our analysis are quite comparable to previous literature

within the field. The explanatory power of the Financial end–users exceeds

that of the Non–financial end–users when both flows are included in the spec-

ification of the price impact regression. The inclusion of the macro variables

elevates the explanatory power substantially. For the hybrid models contain-

ing all macro variables and the order flows, the adjusted R2 ranges between

35–38%. In comparison, the regressions only including the end–user order flow

yields a maximum of 17%. Further, we find a statistically significant positive

relationship between the Financial end–users and the depreciation rate and a

negative relationship between the Non–financial end–users. This is consistent

with the findings of Bjønnes et al. (2005) and Evans and Rime (2016). It

indicates that the Financial customers are the active traders, and the Non–

financial customers are passive traders providing liquidity. Both a change in
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the interest rate di↵erential and the oil price has an adverse e↵ect on the de-

preciation rate. At the same time, financial uncertainty is positively correlated

with a change in the exchange rate.

We establish a long–run relation between cumulative Financial order flow and

the exchange rate. However, we cannot draw the same conclusion using Non–

financial flow. Similarly, in combination with the macro variables, only the

hybrid model containing Financial flow shows evidence of cointegration in

a single–equation regression with log EURNOK as the dependent variable.

Comparing the micro–ECM to the hybrid–ECM, we observe that the model

augmented by the macro fundamentals has a substantially higher explanatory

power. The explanatory power increases over the horizon for both models at

the 1–week, 4–week, and 12–week horizon.

The key results are relatively stable over time. Thus, the hybrid model still

outperforms the micro model. However, the first sample exhibits a notably

higher explanatory power for the micro model compared to the full and the

last sample. The change in oil price exhibits a significant and strong coe�cient

in both the full and last sample, yet it is insignificant in the first subsample.

We observe an increase in the significance of the oil price when including the

observations from the Financial Crisis in the first sample. This result might

be due to the extreme decline in oil prices observed in 2009 and is in line with

Akram (2004) and his evidence of a non–linear negative relationship between

the value of the Norwegian Krone and crude oil prices. This argument is

supported as the significance of oil price decreases when excluding the COVID–

19 pandemic. We also examine the out–of–sample fit of the two models in

terms of their ability to forecast future changes in the EURNOK exchange

rate. Comparing their forecasting abilities to the random walk benchmarks,

both models have lower Mean Squared Forecast Errors. Nevertheless, it is

apparent that the hybrid model also outperforms the micro model.
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In general, our results support previous findings of order flows being essential

drivers of movements in the exchange rate. Further, we find that a hybrid

model is superior to the other specifications. We also find evidence that there

might exist a non–linear relationship between the Krone and oil prices. Conse-

quently, it could be interesting to investigate this relationship further over the

same sample as it might alter our conclusion that the oil price e↵ects are unsta-

ble. Additionally, several extensions can be included in our applied model and

analysis. One possible extension is to include other currencies to analyze if the

results are persistent beyond the EURNOK relationship. Further, it would be

interesting to explore the information conveyed by other end–users and macro

variables to see if the explanatory power for changes in the exchange rate is

more substantial than what we obtain in our thesis.
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Appendices

Appendix A Econometric Theory

A.1 Stationarity

Many time series techniques rely on the assumption that the data is stationary.

Brooks (2014) defines a stationary series as a series with a constant mean,

constant variance and constant autocovariance for each given lag, i.e. the

series does not have any trends or seasonality. Determining whether a series is

stationary or not is important and will influence the behavior and properties

of the time series. Shocks to a stationary variable will diminish whereas a

shock to a non–stationary variable will persist. Non–stationarity can lead to

spurious regressions that regressions that are worthless even though they look

good. A non–stationary series is integrated of order d and must be di↵erenced

d times to induce stationarity. This can be expressed as yt ⇠ I(d) and implies

that the series contains d unit roots (Brooks, 2014).

In order to test the time series for stationarity, we use the augmented Dickey–

Fuller (ADF) test and the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test.

The ADF test is a unit root test which examines the null hypothesis that the

time series contains a unit root. The KPSS test is a stationarity test because

it has stationarity in the null hypothesis. By comparing the results of both

tests, we can evaluate the robustness of the conclusions. The tests are defined

as:

ADF KPSS

H0 = yt ⇠ I(1) H0 = yt ⇠ I(0)

H1 = yt ⇠ I(0) H1 = yt ⇠ I(0)
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Both tests are sensitive to construction. Information criteria can be used

to determine the optimal lag length by minimizing the value subject to the

number of parameters. There are various information criteria which di↵er in

computation of the penalty term. The most common information criteria are

the Akaike– (AIC), the Scwarz’s Bayesian– (SBIC), and the Hannan–Quinn

(HQIC) information criterion (Brooks, 2014). No one of these are clearly

superior to the other and thus, it is common to consider all of them to decide

on the optimal lag length.

A.2 Cointegration

A set of variables are cointegrated if a linear combination of them is stationary

(Brooks, 2014). The variables move together over time indicating that there

exists a long–term relationship between the variables. The variables might

deviate from their relationship in the short term, but their long run association

will be present. Several methods can be used for estimation of parameters in

cointegrated systems, we applied the Engle–Granger 2–step method and the

Johansen method.

The Engle–Granger method is a two–step procedure. The first step is to con-

firm that all variables are I(1). If unit roots are present you proceed by

estimating the cointegrating regression using OLS. From the regression the

residuals are saved and tested for the presence of unit roots. This can be de-

termined by using an ADF test. If the time series is cointegrated, the residuals

will be stationary I(0). The second step is to use the residuals obtained in the

first step in an error correction model.

Following the description outlined in Brooks (2014), the Johansen method

is a procedure for testing if there exists a cointegrated relationship between

several non–stationary time series. As opposed to the Engle–Granger method
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it is a systems approach capable of establishing more than one cointegrating

relationship. Given a set of two or more variables g that are I(1), a VAR model

containing these variables is constructed with k lags. The VAR is transformed

into a VECM which is a VAR in first di↵erences and k�1 lags of the dependent

variables g

�yt = ⇧yt�k + �1�yt�1 + �2�yt�2 + · · ·+ �k�1�yt�(k�1) + ut

where ⇧ = (
Pk

i=1 �i)� Ig and �i = (
Pi

j=1 �j)� Ig. Focusing on the matrix of

long–run coe�cients, ⇧, the test examines the rank of the matrix through its

eigenvalues. The rank of ⇧ will not be significantly di↵erent from zero if the

variables are not cointegrated. The Johansen test has two statistics, the Trace

statistic and the Maximum Eigenvalue statistic. We use the Trace test in our

thesis. It is a joint test which examines the number of linear combinations

in the time series. The test is defined as; H0 : Rank(⇧)  r, where r is the

number of cointegrating vectors under the null ( g). ⇧ cannot be of full rank

(g) as it would imply that the original yt is stationary. If it has zero rank there

is no cointegrating relationship. The test is sequential, starting with H0 : r = 0

vs. H1 : 0 < r  g. If the null is not rejected, the conclusion would be that

there are no cointegrating vectors. On the contrary, if the null hypothesis is

rejected, we know there exists at least one cointegrated vector and you proceed

by testing for r = 1. This continues until the null–hypothesis is not rejected

(Brooks, 2014, p. 388).

A.3 Diebold and Mariano Test

The Diebold and Mariano (1995) test compares the predictive accuracy of two

forecasts. With a set of actual values, yt, and two sets of forecasts, ŷ1t and ŷ2t

for t = 1, . . . , T , they ask whether the forecasts are equally good.
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The test evaluates the forecast errors of the forecasts of the structural model

and those of the benchmark. By defining the forecast errors as eit = ŷit�yt, i =

1, 2, the loss related to forecast i is given by g(eit) which is a function of

eit. g(eit) is a loss function that takes the value zero given no error, is never

negative, and increases in size with the magnitude of the errors. The function

is usually either the square g(eit) = e2it, or the absolute value g(eit) = |eit|, of

eit.

The loss di↵erential between the two forecasts is defined as

dt = g(e1t)� g(e2t)

and states that the two forecasts have equal accuracy if the loss di↵erential is

zero in expectation for all t. Here i = 1 is the structural model and i = 2 is

the benchmark.

The null hypothesis to be tested is thus;

H0 : E(dt) = 0, 8t

and the alternative hypothesis is

H0 : E(dt) 6= 0, 8t

The null hypothesis is that the forecasts have same accuracy while the alter-

native hypothesis is that they di↵er in their accuracy.

If the forecasts are h –step–ahead, for h � 1 the Diebold–Mariano test statistic

is given by
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DM =
d̄

vuut �̂d(0) + 2
Ph�1

k=1 �̂d(k)

T

The null is rejected if the DM statistic is outside the interval �z↵
2
to z↵

2
. If the

statistic is negative it is in favor of the structural model, and a statistic below

�z↵
2
implies that the predictive ability of the structural model is significantly

better at the ↵ significance level compared to the benchmark.

A.4 Clark and West Test

The Clark and West (2006) is quite similar to the Diebold and Mariano test. It

defines a loss function based on the square of the di↵erence between forecasts

and the actual values, g(eit) = (eit)2 where eit = yt � ŷit. Here i = 1 is the

benchmark and i = 2 is the structural model. yit are the forecasts obtained

from two models, a benchmark model and a structural model, and yt is the

actual series. As opposed to the Diebold and Mariano test, the Clark and

West test adds an adjustment term in the loss di↵erential function dt where

dt � adjt = g(e1t)� (g(e2t)� adjt) = (yt � ŷ1t)2 � (yt � ŷ2t)2 + (ŷ1t � ŷ2t)2

This is to account for the a larger number of predictors in cases where the

alternative and null models are nested. It tests the null hypothesisH0 : E(dt) =

0, 8t vs. the alternative hypothesis H1 : E(dt) > 0.

The Clark and West test statistic is given by

CW =
d̂

([avar(d̂)) 1
2

where avar(d) is the variance of dt.
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Appendix B Tables

B.1 Stationarity Tests

Notes. The tables reports the test statistics and p–values of the ADF and KPSS test on

levels and the first di↵erences of the variables. s, p and vix are in logs. The null for ADF test

is that the series contains a unit root. The null for KPSS test is that the series is stationary.

The lag length is based on the Bayeian (Schwarz) information criterion with maximum 52

lags. The model is an AR model with drift an no time trend. ***, **, * denotes rejection

at the 1%, 5% and 10% levels. The first sample is from 14.10.2005 to 03.01.2014. The last

sample is from 10.01.2014 to 26.02.2021.

Table B.1.1: Testing for Stationarity – First sample

ADF KPSS

Variable Levels First di↵erence Levels First di↵erence I(d)

Stat. P–value Stat. P–value Stat. P–value Stat. P–value

s -2.092 0.252 -20.887*** 0.000 5.394 *** <0.01 0.0794 >0.1 I(1)

idiff -1.754 0.407 -15.559*** 0.000 5.430*** <0.01 0.098 >0.1 I(1)

p -1.810 0.379 -22.335*** 0.000 9.848*** <0.01 0.056 >0.1 I(1)

vix -2.742* 0.071 -25.318*** 0.000 2.095*** <0.01 0.043 >0.1 I(1)

fin -0.680 0.849 -9.470*** 0.000 10.654*** <0.01 0.410* 0.0730 I(1)

nonfin -1.400 0.585 -15.426*** 0.000 1.323*** <0.01 0.232 >0.1 I(1)

Table B.1.2: Testing for Stationarity – Last sample

ADF KPSS

Variable Levels First di↵erence Levels First di↵erence I(d)

Stat. P–value Stat. P–value Stat. P–value Stat. P–value

s -1.715 0.4269 -19.575*** 0.000 14.968*** <0.01 0.0184 >0.1 I(1)

idiff -2.401 0.147 -10.647*** 0.000 0.308 >0.1 0.106 >0.1 I(1)

p -2.478 0.126 -16.636*** 0.000 9.848*** <0.01 0.162 >0.1 I(1)

vix -4.793*** 0.000 -22.521*** 0.000 2.764*** <0.01 0.015 >0.1 I(1)

fin 0.940 0.996 -15.727*** 0.000 12.413*** <0.01 0.304 >0.1 I(1)

nonfin 0.684 0.991 -16.72*** 0.000 1.621*** <0.01 0.443* 0.059 I(1)
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B.2 Cointegration Tests

Notes. The tables shows cointegration tests for the two subsamples. It tests for cointegration

between Financial and Non–financial flows and the log EURNOK exchange rate, and for

cointegration when including oil price, VIX, and interest di↵erential in the system. Panel

A reports the Johansen Trace statistics. It allows for a linear trend in the data. Panel B

reports the test statistics and p–values of the ADF test on the residuals of the cointegrating

regression with log spot exchange rate as the dependent variable. ***, **, * denotes rejection

at the 1%, 5% and 10% levels respectively. The lag selection is based on the Bayesian

(Schwarz) information criterion with an optimal lag length of two for all cases. The first

sample is from 14.10.2005 to 03.01.2014. The last sample is from 10.01.2014 to 26.02.2021.

Table B.2.1: Testing for Cointegration – First sample

Exchange rate and cumulative order flow

Panel A: Johansen cointegration test

Financial Non–financial

Null hypothesis Stat. P–value Stat. P–value

r = 0 30.213*** 0.002 7.931 0.830

r = 1 5.622 0.239 2.319 0.735

Panel B: Engle–Granger cointegration test

ADF -3.733* 0.060 -2.455 0.547

Exchange rate, cumulative order flow and macro variables

Panel A: Johansen cointegration test

Financial Non–financial

Null hypothesis Stat. P–value Stat. P–value

r = 0 138.198*** 0.001 86.110*** 0.009

r = 1 70.516*** 0.001 36.361 0.659

r = 2 28.324 0.239 21.147 0.660

r = 3 16.144 0.168 11.631 0.521

r = 4 6.660 0.146 4.191 0.454

Panel B: Engle–Granger cointegration test

ADF -3.810** 0.038 -3.126 0.677
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Table B.2.2: Testing for Cointegration – Last sample

Exchange rate and cumulative order flow

Panel A: Johansen cointegration test

Financial Non–financial

Null hypothesis Stat. P–value Stat. P–value

r = 0 32.879*** 0.001 16.673 0.146

r = 1 8.820 0.058 2.094 0.769

Panel B: Engle-Granger cointegration test

ADF -4.324 0.012 -3.885 0.041

Exchange rate, cumulative order flow and macro variables

Panel A: Johansen cointegration test

Financial Non–financial

Null hypothesis Stat. P–value Stat. P–value
r = 0 163.012*** 0.001 107.346 0.001

r = 1 97.857*** 0.001 42.634 0.374

r = 2 53.456*** 0.001 15.494 0.939

r = 3 22.647** 0.023 6.302 0.936

r = 4 7.206 0.117 2.250 0.746

Panel B: Engle–Granger cointegration test

ADF -5.315*** 0.011 -2.261 0.890
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B.3 ECM 10.01.2014–27.12.2019

Table B.3.1: ECM – Last sample excl. Covid–19 pandemic

1 week 4 weeks 12 weeks
(1) (2) (1) (2) (1) (2)

↵ 0.002 0.001 0.006 0.005 0.014 0.011
(2.877)*** (2.812)*** (2.789)*** (2.665)*** (2.353)** (2.310)**

fint 0.004 0.003 0.010 0.007 0.012 0.009
(7.062)*** (5.383)*** (7.135)*** (6.590)*** (3.189)*** (2.853)***

�idifft -0.057 -0.014 -0.008
(-3.380)*** (-0.501) (-0.311)

�pt -0.061 -0.060 -0.055
(-5.352)*** (-3.515)*** (-2.702)***

�vixt 0.017 0.013 0.019
(7.159)*** (4.038)*** (3.113)***

EC�n -0.087 -0.111 -0.246 -0.328 -0.719 -0.843
(-3.768)*** (-4.787)*** (-2.791)*** (-3.001)*** (-3.857)*** (-3.988)***

Adj. R2 0.213 0.432 0.407 0.555 0.522 0.678

Notes. The dependent variable is the one, four, and twelve week change in the log EURNOK
exchange rate (log(NOK/EURt) - log(NOK/EURt�n)), where n denotes the number of weeks
the return is measured over. The sample spans from 10.01.2014 to 27.12.2019. �st, �pt and
�vixt represent the change of the natural logarithm of the variables EURNOK exchange rate,
Brent Crude Oil price denominated in U.S. dollars and the CBOE Volatility index for t� n to
t. �idifft is the change in the interest rate di↵erential between Norway and the EU. Financial
order flow is the change in net positions of the financial customers and is measured in EUR
100 million. The order flow coe�cient measures the impact of a one–standard deviation change
in the flow. EC�n is the error correction term from the cointegration analysis, lagged witn n
periods. Standard errors are robust, measured with Newey–West HAC procedure. Statistical
significance at the 1, 5 and 10 percent level is denoted by ”***”, ”**” and ”*” respectively.
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B.4 Clark and West Test

Table B.4.1: Clark and West’s (2006) Test Statistics

A. Hybrid Model B. Micro Model

Window Size: Stat. P–value Stat P–value

1/2 5.070*** 0.000 3.238*** 0.001

1/3 6.753*** 0.000 3.762*** 0.000

1/4 7.967*** 0.000 4.813*** 0.000

1/5 7.716*** 0.000 4.965*** 0.000

1/6 7.879*** 0.000 5.053*** 0.000

1/7 7.991*** 0.000 5.282*** 0.000

1/8 7.736*** 0.000 4.992*** 0.000

1/9 7.596*** 0.000 5.230*** 0.000

1/10 7.756*** 0.000 5.451*** 0.000

Notes. The table reports Clark and West’s (2006) statistics
and p–values. The null hypothesis is equal predictive accu-
racy as a random walk without drift. Significant statistics
implies that the model being tested outperforms the bench-
mark. ***, **, * denotes rejection at the 1%, 5% and 10%
levels. Panel A reports the p–values for the Hybrid model,
eq. (2), and panel B reports results for the Micro model, eq.
(1). The window size is reported in the first column as a
fraction of the full sample size.
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