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Figure 5.3: Variable Importance Plot Optimized XGB
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5.4 Potential Monetary Gain

The potential monetary gain and the impact of the Debt Registry on the model

performance are further evaluated based on the results obtained with XGBoost.

Scenario Realized
Loss

Avoided
Loss

Realized
Income

Missed
Income

Without The Model 208,000 - 1,868,000 -

With The Model 116,000 92,000 1,795,000 73,000

Table 5.3: Cost Matrix: Potential Monetary Gain

The current process is represented in the scenario labeled Without The

Model, where all applicants were granted credit and 2,7% (345) of the applicants

Defaulted within the next 12 months.

The model correctly classifies 96% of the Non-Defaulting Applicants, and

44% of the Defaulting Applicants, which are represented in the scenario labeled

With The Model. To encompass all applicants from the Application Period, the

results obtained with the test data (15%) are extrapolated by multiplying the

results with 1
0.15

. If the model had been implemented before the Application

Period, the Company could have avoided a loss of ≈ 613, 300 (the first number

in equation 5.2). However, the 4% of the Non-Defaulting applicants which are

misclassified, would for the Application Period have resulted in a loss of income

= 486, 600 (the second number in equation 5.2). The total potential saving

for the Application Period, is therefore ≈ 126, 700 (the result of equation 5.2).

Presumed that the Application Period is representative for an entire year, the

Company would potentially have saved ≈ 126,700
4
× 12 = 380, 100 yearly (the

result of equation 5.3).

Avoided Loss−Missed Income = Gain

92, 000− 73, 00 = 19, 000 (5.1)

613, 300− 486, 600 = 126, 700 (5.2)

1, 839, 900− 1, 459, 800 = 380, 100 (5.3)

47

09852990980768GRA 19703



5.5 Impact of Debt Registry 48

5.5 Impact of Debt Registry

The impacts of the Debt Registry on the model’s predictive performance were

measured by training and testing the model without available information from

the Debt Registry.

(a) Without Debt Registry

MCC=0.30

Recall=0.40

Precision=0.26

(b) With Debt Registry

MCC=0.30

Recall=0.44

Precision=0.24

When comparing the confusion matrixes, it is evident that the precision is

slightly improved. However, this comes at the expense of a lowered recall. The

MCC remains unchanged, nevertheless, as displayed in figure (b), the model is

able to correctly classify 3 more Defaults (TP) with information from the Debt

Registry. The model does, however, also misclassify 13 more Non-Defaulting

Applicants as Defaults (FP).

According to estimates from the Company, on average they earn 1,000

NOK from a Non-Defaulting Applicant, compared to a loss of 4,000 NOK when

accepting a Defaulting Applicant. In cost matrix 5.4, all applicants predicted to

Default will automatically be rejected, while the applicants who are predicted

as Non-Default will be granted credit. For instance, in figure (b), deployment

of the model could result in a potential loss of income of ≈73,000 NOK when

rejecting Non-Defaulting Applicants (FP). However, this also results in an

avoided loss of ≈92,000 NOK by not granting credit to Defaulting Applicants
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(TP). Even though the performance according to the MCC score is seemingly

unchanged, the model with the goal of predicting Defaults performs marginally

better with the added data from Debt Registry as it captures more of the

actual Defaults, which is illustrated by a heightened recall when comparing

figure (a) with (b).

Scenario Realized
Loss

Avoided
Loss

Realized
Income

Missed
Income

(a) Without DR 128,000 84,000 1,807,000 61,000

(b) With DR 116,000 92,000 1,795,000 73,000

Table 5.4: Cost matrix: Debt Registry (DR)

However, the model with additional data from the Debt Registry, does

not result in a higher profit (equation 5.4 and 5.5). Due to the added loss of

income from rejecting more Non-Defaulting Applicants, the increase in avoided

loss does not result a change in the profit36.

Realized Income−Realized Loss = Profit

1, 807, 000− 128, 000 = 1, 679, 000 Without DR (5.4)

1, 795, 000− 116, 000 = 1, 679, 000 With DR (5.5)

∆ = 0 (5.6)

As the goal is to predict Defaults, the model ultimately performs better

with additional data from the Debt Registry. Presumed that the company does

not keep the declined credit idle, but rather grants the credit amount to other

future applicants, concerns related to increased loss of potential customers have

not been considered. Due to both internal compliance and willingness to take

risks, the Company may also be reliant on the information gathered in the

Debt Registry. Additionally, information from the Debt Registry might be

required to ensure that the Company complies with the regulatory requirements

concerning Consumer Debt.

36The cost of obtaining the added information from the Debt Registry has not been taken
into consideration when calculating the ∆ profit.
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6 Conclusion

This chapter concludes the thesis and provides reflections made by the authors

with respect to potential weaknesses of the thesis.

6.1 Answer to Research Question

The research question raised in this thesis was:

Can a machine learning model create value by predicting

default at the time of credit application?

The model correctly predicts 44% of the Defaulting Applicants, which comes at

the expense of 4% misclassification of Non-Defaulting Applicants. The avoided

future loss does, however, outweigh the potential loss of income compared to

the current process. Hence, the machine learning model can create value by

predicting default at the time of application.

In extension of the research question, the following subquestions were:

1. Can the predictions be used to reduce future monetary losses?

2. Does data from the Debt Registry increase the predictive performance?

As the avoided future loss outweights the potential loss of income, the model

results in a potential yearly gain of 380,100 NOK. Thus, the model can be

used to reduce future monetary losses. Additionally, with data from the Debt

Registry, the model correctly predicts 4% more of the Defaulting Applicants

without compromising the profit. Consequently, the data from the Debt Registry

increases the predictive performance.

6.2 Potential Weaknesses

This subsection provides reflections made by the authors with respect to

potential weaknesses of the data and the model.
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6.2.1 The Data

When evaluating the model and results, it is important to once again mention

that the data solely consists of the applicants that were granted credit. Hence,

if the model was implemented at an earlier stage in the process, it is unknown

how this would affect the performance. For the results to be applicable to real

life applications, the model has to be implemented at the last stage in the

current application process 37.

Additionally, the data only contains applicants who were granted credit

in the period November 2019 - February 2020. As the last application was

approved in February 2020, and Norway went into lock down in March 2020,

the data solely exists of applicants who were approved right before the global

pandemic broke out in Norway. The pandemic may have impacted the applicants

behaviour during the 12 months. Hence, the patterns in the data may not

be representative for other years as many leisure activities have been limited

such as bars, restaurants, and travelling (Finans Norge, 2021b). Additionally,

the majority of the Norwegian citizens have been advised to work from home,

which could lower the overall travel expenditures. Furthermore, from the 1st-,

in 2020, to the 3rd quarter the unemployment rate increase from 2.6% to 5.4%,

before it stabilized at 5% in the 1st quarter of 2021 (SSB, 2021). The applicants

with secure employment throughout the period might have experienced an

increased income to expenditures ratio, and might have prioritized repaying debt

(Susanne Solberg Nilssen, 2021). Whereas numerous people who experienced

forced temporary leave may have experienced financial difficulties.

Prior to the debt registry, Defaulting Applicants may have been

characterized by misleading representation of their debt by underreporting

the actual amount. After the implementation of the debt registry, financial

institutions are able to confirm the amount of debt registered to an applicant.

Hence, one of the reasons for the low value of the Debt Registry might be a

change in behavior from the applicants as they may be more willing to report

37To ensure that the input data has undergone the same amount of prerequisite filtering
as the data on which the model is trained on.
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the correct information. On the other hand, as the citizens total debt now

can be found in one registry, citizens might also report more accurately due to

increased awareness of their financial situation (Karl Wig, 2019).

6.2.2 The Model

Originally, the intention was to keep a minimum of 100 instances of the minority

class present in both the training- and holdout data. However, as the data was

vastly imbalanced and the model required more data to train on, we settled for

only 54 observations in the holdout data. Hence, the model was only validated

on a holdout set with of 54 instances of the minority class, which could affect

the results when deployed.

Additionally, we acknowledge that the explainability of a machine learning

algorithm is limited. However, as long as the model performs better than the

current process, it is considered useful. The limited explainability could still

be a problem if applicants request an explanation for why they were declined.

Nevertheless, when this concern was brought to the Company’s attention, it

became evident that their decisions are frequently based on tools which provide

a low degree of explanation.

Furthermore, this thesis has not taken into consideration the probability

of loss compared to the potential amount that may be lost. It should be noted

that applicants pose various degrees of risk and that the Company presumably

are more concerned about applicants with a high potential loss. Additionally,

applicants with high and low credit limits might default based on different

reasons that could be overlooked by the model.

Finally, the cost associated to implement and maintain the model has not

been considered in this thesis. Neither have the costs and potential reduction

of manual processing of applications.
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A1 Figures

Figure A1.1: BI logo

A2 Tables
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Variables Data type

SK_APPLICATION_ID int64
BK_ACCOUNT_ID int64
BK_APPLICATION_CD object
NCProduct object
PeriodId int64
TheAge int64
DEBIT_CARD_IND int64
ApplicationHour int64
ApplicationWeekDay int64
ApplicationMonth int64
ApplicationWeek int64
EMPLOYMENT_TYPE_NAME object
HABITATION_TYPE_NAME object
MARITAL_STATUS_NAME object
GROSS_INCOME_AMT int64
IncomeCat object
WEALTH_AMT int64
wealthcat object
DEBT_RATIO_AMT float64
MORTGAGES_AMT int64
CONSUMER_LOAN_AMT int64
VEHICLE_LOAN_AMT int64
STUDENT_LOAN_AMT int64
ConsumerLoanCat object
ConsumerDebtRatio float64
VEHICLE_LOAN_AMT.1 int64
AllLoansAmt int64
difftax int64
avgdifftax float64
missingtaxinc int64
DebtRegisterNum int64
DebtRegisterCreditFacilityNum int64
DebtRegisterRepaymentLoanNum int64
DebtRegisterCreditLimit int64
DebtRegisterIELA int64
DebtRegisterNonIELA int64
DebtRegisterOrigBalance int64
DebtRegisterRepaymentLoanBalance int64

Table A2.1: Original variables in application data part 1
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Variables Data type

DEBT_NEGOTIATION_IND int64
DEFAULTED_IND int64
MORTGAGE_IND int64
LOGINS_NUM int64
TRANSACTIONS_NUM int64
TOTAL_DEBT_AMT float64
TOTAL_DEPOSIT_AMT float64
TOTAL_INCOMING_AMT float64
NUM_OF_ACTIVE_CREDIT_CARDS_CNT int64
NoOfChildren int64
dayssincemove int64
NUMBER_OF_ADDRESS_CHANGES_CNT int64
PerCnt int64
Mortgage_exp int64
Sum_expenses int64
Stress_Sum_expenses int64
FLI_AMT float64
SFLI_AMT float64
mediumFliInd int64
monthlyincratio float64
HowHouse int64
GRANTED_CREDIT_LIMIT_AMT int64
APPLIED_CREDIT_LIMIT_AMT int64
CollectionFirst12Ind int64
BalanceSentAmt float64
CumProfit float64

Table A2.2: Original variables in application data part 2
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Model parameters Grid

Logistic Regression

Penalty L2, Elasticnet

Class weight Balanced, {0: 1, 1: 1, 4, 10, 30, 50}

Random Forest

Min samples leaf Random integer ∈ [ 10,30 ]

Max depth Random integer ∈ [ 3,7 ]

N estimators Random integer ∈ [ 40,150 ]

Class weight Balanced, {0: 1, 1: 1, 4, 10, 30, 50}

XGBoost

Booster DbTree, Dart

Colsample by tree Random float ∈ [0.01, 0.7]

Eta Random float ∈ [0.2, 1]

Evaluation metric Logloss, Error

Max depth Random integer ∈ [3, 7]

Min sample leaf Random integer ∈ [10, 30]

Weight minority class Random Integer ∈ [1, 50]

Table A2.3: Grid of all hyperparameters

Parameter Value

Booster Dart
Colsample by tree 0.206
Eta 0.212
Evaluation metric Logloss
Max depth 3
Min sample leaf 23
Weight minority class 36

Table A2.4: Optimal combination of hyperparameters XGBoost
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