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profitability, proxied by ROA; (6) geographic diversification, proxied by net 

foreign income divided by total sales; (7) industry effects, proxied by the three-digit 

SIC code; (8) credit quality, proxied by Altman Z-score (Altman, 2013); and (9) 

time effects, proxied by year dummies. We test the null hypothesis that ERM usage 

has the same effect on volatility as TRM usage, for each performance metric. We 

expect to find that ERM usage contributes to a decrease in volatility. 

 

4.0  Data and preliminary analysis 

Our sample consists of 120 Norwegian firms operating in the period between 2013 

and 2019. The total firm-year observations after applying our constraints amount to 

636. To test our research question, we collect the data necessary to compute Tobin’s 

Q along with the relevant control variables for each test as described in the previous 

section. 

 

4.1 Summary statistics 

Table 1 presents summary statistics for all firms in our sample (panel A), and the 

subsamples of firms using ERM and TRM (panel B and C). ERM users have the 

highest mean Q in our sample, while TRM users have the lowest mean Q.  

 

The median Q for all firms in our sample (0.91) is smaller than the mean (1.33), 

indicating skewness in the distribution of Q, similar to findings in previous research 

(Allayannis & Weston, 2001; Bartram et al., 2011; Lang & Stulz, 1994; Servaes, 

1996). The same indication of skewness is also present in our two subsamples. To 

control for this skewness, we use the natural log of Q in addition to our simple Q, 

which makes the distribution of Q more symmetric.  

 

The ERM users have higher mean assets, sales, market value of equity, and firm 

value (the sum of market value of equity and debt) than the subsample of TRM 

firms. This might suggest that ERM usage leads to higher sales and higher assets, 

or simply that firms holding more capital are more often able to bear the costs of 

implementing ERM than firms with less capital. All quantiles are higher for ERM 

users than for TRM users. Furthermore, ERM users have lower standard deviation 

than TRM users. 
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Table 1. Summary statistics 

  Variable   Obs

. 

Mean Std. dev. 10% Median 90% 

Panel A: All firms  
Tobin’s Q 636 1.34 1.34 0.43 0.91 2.62  
Total assets 636 21926 101333 251.07 2439 30459  
Total sales 636 13748 59620 127.12 1687 23312  
MV equity  636 14011 56224 168.26 1574 24006  
MV equity + debt 636 19614 80839 335.33 2817 31924 

 
ERM dummy 636 0.46 0.50 0.00 0.00 1.00  
TRM dummy 636 0.26 0.44 0.00 0.00 1.00  
FCD dummy 636 0.49 0.50 0.00 0.00 1.00  
Interest rate dummy 636 0.38 0.49 0.00 0.00 1.00  
Commodity dummy 636 0.16 0.36 0.00 0.00 1.00 

 
Foreign income/total sales 

(millions) 

636 0.06 4.15 -0.02 0.00 0.02  
CAPEX/sales 636 2.34 44.58 0.00 0.03 0.30  
D/E 636 2.24 12.39 0.00 0.25 3.35  
Dividend dummy 636 0.51 0.50 0.00 1.00 1.00  
ROA 636 -0.03 0.20 -0.19 0.02 0.11  
Z-score 636 9.32 82.00 0.92 2.32 6.63 

Panel B: ERM users  
Tobin’s Q 292 1.41 1.25 0.54 1.01 2.70  
Total assets 292 43980 146534 504.17 9186 84588  
Total sales 292 27348 85939 394.03 6697 40629  
MV equity 292 27931 80709 524.89 5780 68545

9191 

 
MV equity + debt 292 38918 116319 674.18 10076 79105 

Panel C: TRM users  
Tobin’s Q 344 1.27 1.42 0.34 0.85 2.54  
Total assets 344 3205 5215 224.50 1348 7990  
Total sales 344 2204 4855 62.94 768.47 5142  
MV equity 344 2195 4575 114.11 702.43 4415  
MV equity + debt 344 3227 5713 197.75 1136 9439 

This table presents summary statistics for our sample of Norwegian firms in Compustat, with 

assets greater than NOK 150 million (120 firms) for 2013-2019 (panel A), and the subsamples 

of firms using ERM (panel B) and firms using TRM (panel C). Tobin’s Q is defined as the 

market value of a firm divided by the replacement cost of assets. The ERM dummy equals 1 for 

firm-years beginning with, and subsequent to, the first evidence of ERM usage, and 0 for the 

firm-years prior to the first observed ERM usage, where the firm used TRM. MV is short for 

market value. The dividend dummy is set equal to 1 if the company paid dividends that year, 

and 0 otherwise. ROA is the ratio of income before extraordinary items divided by total assets. 

All numbers except for Tobin’s Q, dummy variables, and Z-score are denoted in million NOK. 
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In general, we observe low correlation coefficients between the independent 

variables used in our models, which implies that multicollinearity should not be 

an issue in our analyses (Appendix C). However, we compute the variance 

inflation factors (VIF) developed by Belsley et al. (1980). None of our VIFs 

exceed 2.5 which indicates that it is unlikely that multicollinearity will pose any 

issues (Appendix D). 

 

10350781004955GRA 19703



19 

 

4.2 Univariate tests 

In this subsection, we estimate various univariate tests to examine whether there 

exists a value premium of ERM compared to TRM. In Table 2, we compare the 

mean Q for ERM users (column 1), TRM users (column 2), and their difference. 

We compare the mean for our different measures of firm value: the simple Q and a 

natural log transformation of the simple Q. Furthermore, the difference in mean is 

tested using a Wilcoxon rank-sum (Mann-Whitney) test.  

 

Table 2. Comparison of mean and median 

 

  

ERM users  

(1) 

TRM users 

 (2)   

Difference  

(1-2) 

Mean:     

 Simple Q 1.41 1.27  0.14 

     (0.000) 

 LN Q 0.08 -0.14  0.22 

     (0.000) 

Median:     

 Simple Q 1.01 0.85  0.16 

     (0.002) 

 LN Q 0.01 -0.16  0.17 

     (0.002) 

      

 N 292 344   

This table presents a univariate comparison of mean Tobin’s Q between firms for our two main 

measures of Tobin’s Q. Our sample consist of Norwegian firms in Compustat, with assets greater 

than NOK 150 million (120 firms) for 2013-2019 that have implemented ERM (1), and the 

subsamples of firms using TRM (2). ERM users are defined as firms reporting the implementation 

of Enterprise Risk Management in their annual reports, while the observations prior to evidence 

of ERM implementation are classified as TRM users. N shows the number of observations. P-

values for testing the differences are constructed using a two-sample nonparametric Wilcoxon 

rank-sum (Mann-Whitney) test. 

 

The mean Q for ERM users is generally higher than for TRM users. This results in 

a positive value premium for ERM users compared to TRM users and is statistically 

significant below the 1% level for both our simple Q and LN Q. These preliminary 

tests imply that ERM usage increases firm value compared to using TRM. It is, 

however, hard to draw conclusions based on univariate tests as they likely do not 

take into account effects from other important factors.  
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5.0  Results and analysis 

5.1 Multivariate tests 

To investigate if ERM usage results in a value premium compared to the use of 

TRM, we estimate multivariate regressions to account for the effects of our control 

variables outlined in section 3.2. We start by performing pooled OLS for the simple 

Q and LN Q. Further, we estimate fixed-effects models for simple Q and LN Q 

similar to the pooled OLS. In the fixed-effects models, however, we do not include 

the industry dummies as this will lead to multicollinearity. Since the SIC codes do 

not change within the same panel, they do not provide additional information 

beyond the firm-fixed effects. The industry effects are, therefore, implicitly 

captured by the firm-fixed effects in this model.  

 

Table 3. Multivariate regression - Simple Q and LN Q 

 Simple Q  LN Q 

    Pooled  Fixed effects     Pooled  Fixed effects 

ERM dummy 0.269  0.625  0.225  0.298 

 
(2.04) ** 

 
(1.95) * 

 
(3.05) *** 

 
(1.44) 

Foreign income/total sales -0.003  -0.003  -0.004  -0.003  
(-0.11)  

 
(-0.18) 

 
(-0.31) 

 
(-0.42) 

Size (log of total assets) -0.146  -0.356  -0.076  -0.228 

 
(-3.77) *** 

 
(-3.75) *** 

 
(-2.95) *** 

 
(-4.70) *** 

ROA -0.298  0.646  -0.040  0.440 

 
(-0.64) 

 
(1.67) *  

 
(-0.20) 

 
(2.61) ***  

Debt/equity ratio -0.007  -0.006  -0.021  -0.024  
(-3.28) *** 

 
(-2.94) *** 

 
(-7.29) *** 

 
(-8.58) *** 

Growth (capex/sales) 0.001  0.000  0.001  0.000  
(0.55) 

 
(0.51) 

 
(1.39) 

 
(0.76) 

Z-score 0.000  0.000  0.000  -0.000 

 
(0.26) 

 
(-1.50)  

 
(0.36) 

 
(-1.33)  

Dividend-dummy 0.147  0.103  0.188  0.139  
(1.39) 

 
(1.25) 

 
(2.79) *** 

 
(2.47) ** 

        

N 636  636  636  636 

R-squared 0.425  0.604  0.534  0.767 

This table presents the results from pooled and fixed-effects multivariate tests on the effects of firms’ risk 

management strategy on their value measured by simple Tobin’s Q and LN Q. ERM users are defined as 

firms reporting the implementation of Enterprise Risk Management in their annual reports. We classify all 

observations prior to the first evidence of ERM usage as TRM users. The regressions include control variables 

for foreign sales to total sales, size, ROA, debt/equity ratio, growth, probability of bankruptcy, dividend 

payout, three-digit SIC code (only in the pooled OLS), and year dummies as outlined in section 3.2. ***, ** 

and * denote significance at the 1%, 5% and 10% level, respectively. N shows the number of observations. 

T-statistics are based on White (1980) standard errors and are presented in parentheses. 
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Table 3 presents the results from our multivariate regressions. Consistent with our 

hypothesis and previous literature (Grace et al., 2015; Hoyt & Liebenberg, 2011), 

we find evidence that firms engaging in ERM are rewarded with a higher firm value 

compared to using TRM. We find a positive and significant relationship between 

the use of ERM and simple Q. For our log Q, we find a statistically significant effect 

from ERM in our pooled regression but fail to in the fixed-effects model. These 

results imply that there exists a value premium from the use of ERM compared to 

TRM usage. 

 

We find that size has a negative effect on firm value, while ROA is positively 

related to firm value. Both effects are statistically significant and consistent with 

our expectations as well as previous literature (Allayannis & Weston, 2001; Lang 

& Stulz, 1994). 

 

However, the following results are significant but differ from our expectations and 

previous literature (Allayannis & Weston, 2001; Lang & Stulz, 1994). We find that 

higher leverage negatively affects Q, which we see from the significant negative 

debt/equity coefficient. Further, for LN Q we find that firms paying dividends are 

rewarded with a higher Q, whereas Allayannis and Weston (2001) report the 

opposite. Most of the control variables have a significant effect on Q. We also 

observe a significant effect on Q for most of the SIC codes in our pooled OLS 

models. 

 

In the above paragraphs, we found evidence that ERM users indeed are rewarded 

with a higher Tobin’s Q than firms using TRM. To test whether there are significant 

differences between the value premium of ERM and TRM usage, we employ Wald 

tests for both our pooled OLS and fixed-effects models when using simple Q and 

LN Q. We test the null hypothesis that the value premium is equal for both ERM 

and TRM usage. We reject the null hypotheses for the pooled OLS with both simple 

Q and LN Q as dependent variables at the 5% and 1% levels, respectively. For the 

fixed-effects model with simple Q as the dependent variable, we reject the null 

hypothesis at the 10% level. However, we do not reject the null hypothesis for the 

fixed-effects model with LN Q as the dependent variable. With a positive regression 

coefficient for the ERM dummy, we conclude that ERM usage leads to a value 

premium compared to TRM usage. 
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5.2 Robustness test and additional testing 

5.2.1 Alternative measures for firm value 

As outlined above, we test five additional variations for market value: (1) simple 

Q, defined as the market value of common equity, preferred stock, and debt, divided 

by the book value of assets; (2) the LN of simple Q; (3) a version of Allayannis’ 

and Weston’s (2001) industry-adjusted Q, by subtracting each year the median Q 

of the primary three-digit SIC that the firm belongs to from that firm’s Q; (4) market 

value of equity and debt divided by the book value of total sales; and (5) ROA. We 

investigate the correlation between our alternative measures for market value and 

our benchmark Q, the simple Tobin’s Q. These figures are presented in Table 4, 

along with the mean, standard deviation, skewness, median, and 10th and 90th 

percentile. 

 

Table 4. Alternative measures for market value 

Measure of 

 firm value 

Corr with 

simple Q Mean 

Mean 

for 

ERM 

users Std.dev Skewness 

10th 

percentile Median 

90th 

percentile 

Benchmark (simple Q) 1.00 1.34 1.41 1.34 3.41 0.43 0.91 2.62 

LN Q 0.81 -0.04 0.08 0.82 -0.50 -0.85 -0.10 0.96 

Industry-adjusted Q 0.83 0.17 0.17 1.11 3.30 -0.59 0.00 1.00 

MV Equity/sales 0.17 62.37 51.20 806.36 17.03 0.24 1.03 5.51 

ROA -0.14 -0.03 -0.02 0.20 -2.80 -0.19 0.02 0.11 

This table presents the summary statistics of our benchmark Q along with our alternative measures of firm 

value. Tobin’s Q is defined as the market value of a firm divided by the replacement cost of assets. LN Q is 

defined as the natural log transformation of the simple Q. The industry-adjusted Q is constructed by 

subtracting each year the median Q of the primary three-digit SIC that the firm belongs to from that firm’s 

Q. MV Equity/sales is defined as the market value of the firm’s equity divided by its total sales. ROA is 

defined as the ratio of net income divided by total assets. 

 

We observe in Table 4 that LN Q and the industry-adjusted Q are the two proxies 

for firm value that most closely follow our simple Q. We also see that the skewness 

that exists in the simple Q (3.41) is reduced when taking the natural log of simple 

Q (-0.50). The market value of equity to sales ratio has a considerably higher 

standard deviation (806.30) and skewness (17.03) compared to the other 

alternatives, and a 90th percentile (5.51) much lower than its mean (62.37), which 

implies that this firm-value proxy includes large outliers that affect these metrics. 

ROA is the only alternative metric for firm value with a negative correlation (-0.14) 

with our benchmark Q. The market value of equity to sales ratio and ROA are the 
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only two alternative firm-value proxies where the complete sample has a higher 

mean firm value than ERM users have.  

 

In addition to investigating the correlations between the alternative firm-value 

proxies and the simple Q, we test our main hypothesis using a fixed-effects model 

with alternative measures for firm value (Appendix E, Appendix F, and Appendix 

G). While LN Q and ROA failed to provide significant results, the other measures 

provided consistent results showing positive significant results. Hence, we reject 

the null hypotheses that the effect of ERM and TRM is equal when using the simple 

Q, industry-adjusted Q, and market value of equity divided by sales as proxies for 

firm value. 

 

5.2.2 Removing outliers 

Although the transformation from simple Q to LN Q has contributed to reducing 

the skewness for our sample (from 3.4 to -0.5), we estimate the effect of outliers as 

an additional measure. To test the robustness of our results for the effects of outliers, 

we estimate our multivariate regressions after excluding outliers (Appendix H). We 

exclude the observations with top and bottom 1% Qs in our sample, similar to 

Allayannis and Weston (2001). As expected, the exclusion of outliers resulted in a 

greater reduction in skewness for simple Q (from 3.4 to 2.6) compared to LN Q 

(from -0.5 to 0.03). Most of the coefficients and statistical significance remained 

similar to the results presented in section 5.1 for the fixed-effects models. Thus, 

excluding outliers contributed to strengthening our conviction that ERM usage 

yields a higher value premium relative to TRM usage. 

 

5.2.3 Alternative sample constraints 

Our sample consists of considerably smaller firms in terms of assets, compared to 

previous literature (Allayannis & Weston, 2001; Bartram et al., 2011; Hoyt & 

Liebenberg, 2011; Lang & Stulz, 1994; Servaes, 1996). When expanding their 

sample to include smaller firms, Nelson et al. (2005) found that the effect from 

hedging declined, and in contrast had a negative influence on valuations. To 

investigate whether the minimum-asset constraint have had a large impact on our 

results, we estimate our models using minimum-assets constraints at similar levels 
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to Lang and Stulz (1994) and Allayannis and Weston (2001), of approximately 

NOK 5,000 million and NOK 1,000 million, respectively. 

 

When applying the minimum-asset constraint of NOK 5,000 million, we are left 

with 246 firm-year observations. We find similar significant results as in section 

5.1 and reject the null hypothesis that the effect of ERM use is equal to the effect 

of TRM use (Appendix I). Using the minimum-assets constraint of NOK 1,000 

million, we are left with 448 firm-year observations. The results from this fixed-

effects model show a positive but not significant effect on firm value from ERM 

use (Appendix J). The pooled OLS for the same asset constraint shows results 

indicating that ERM has a significant and positive effect on firm value. These 

results contribute to strengthening the robustness of our initial results presented in 

section 5.1. 

 

5.2.4 Alternative control variables 

We test the robustness of our results using the alternative control variables as 

described in section 3.2, when running a pooled OLS and fixed-effects model for 

both simple Q and LN Q. The alternative control variables include firm size, where 

we substitute log assets with log sales, as well as substituting log assets with the log 

of capex; growth, where we substitute the capex to sales ratio with the ratio of R&D 

to assets; and profitability, where we substitute ROA with the ratio of EBITDA to 

sales. The coefficients in all models change slightly in sign and significance when 

substituting the original definitions of our control variables to the alternative ones, 

which may indicate that they are unable to control for the same effects as our initial 

control variables (Appendix K). When estimating the regressions after the 

substitution of control variables, we find no significant effect from ERM on firm 

value. Several of the other control variables also change in sign and significance. 

We run each regression when substituting the control variables separately to 

determine which of the effects are the most sensitive to a change in control variable 

definition. The ERM dummy remains statistically significant for all models using 

alternative definitions of control variables, except for when substituting the 

profitability proxy from ROA to EBITDA/total sales (Appendix L). The effects we 

control for are virtually unaffected by the control variable definitions for all models, 
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due to the small change in the effect of ERM usage on firm value. This contributes 

to strengthening the robustness of our results. 

 

5.2.5 Reverse causality 

Previously, we found evidence supporting our hypothesis that ERM users are 

rewarded with a higher firm value, compared to firms engaging in TRM. However, 

similar to Allayannis’ and Weston’s (2001) approach we believe that the decision 

to implement ERM could be incentivized by a high Q for some firms. To test this 

hypothesis, we conduct a reverse causality study to test for this effect in our sample. 

To do this, we follow the method outlined in Allayannis and Weston (2001) and 

Servaes (1996) and classify our firm-year observations into three different 

categories as described in section 3.4.1.  

 

Table 5. Reverse causality  

Variables N Simple Q LN Q 

Firm does not use ERM in either period (𝑁𝑡 𝑁𝑡+1)  281 1.054 0.04 

 

 
(0.90) (0.11) 

Firm uses ERM in both periods (𝐸𝑡 𝐸𝑡+1) 242 0.935 0.13 

  
(1.13) (0.39) 

Wald test (p-values)  

  

Hypothesis 1: NN = 0 (The decision to use ERM is unaffected by Q) 0.37 0.91 

This table presents the results from a reverse causality test on the effects of changes in firms’ ERM behavior. 

NN is an indicator set to 1 if the firm does not use ERM in the current period or the next period. EE is an 

indicator set to 1 if the firm uses ERM in the current period and the next period. The regressions include 

control variables for foreign sales to total sales, size, ROA, debt/equity ratio, growth, dividend payout, 

probability of bankruptcy, ERM dummy, and year dummies. ***, ** and * denote significance at the 1%, 5% 

and 10% level, respectively. N shows the number of observations. T-statistics are based on White (1980) 

standard errors and are presented in parentheses.  

 

The results from the reverse causality test are presented in Table 5. The coefficients 

imply that firms engaging in TRM in both periods have a higher value in the first 

period than firms that implement ERM in the second period. Similarly, firms that 

use ERM in both periods also have a higher value in the first period than firms 

implementing ERM in the second period. For simple Q, the regression coefficients 

contradict our previous findings from section 5.1. While we previously found that 

ERM use provided a value premium compared to the use of TRM, we now observe 

that firms using TRM in the current and the next period have a higher Q than firms 

using ERM in both periods. However, the coefficients for our LN Q regression 

indicate similar results as our multivariate tests in section 5.1, indicating a value 
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premium of ERM, but not statistically significant. Based on the high p-values, we 

do not reject the null hypothesis, implying that we do not find evidence of reverse 

causality. In other words, we do not observe any indication that a high Q affects the 

decision to implement ERM. However, none of our variables are statistically 

significant. Our results support Allayannis’ and Weston’s (2001) findings, which 

show no evidence of reverse causality for US firms.  

 

5.2.6 Event study 

In the previous subsection, we found that there is no evidence of reverse causality 

between firm value and the decision to implement ERM. In this subsection, we test 

whether a change in hedging behavior leads to a change in firm value. We test our 

regression model as described in section 3.4.2 for both our simple Q and LN Q and 

present the results in Table 6. 

 

Table 6. Event study 

Variables N Simple Q LN Q 

Firm does not use ERM in either period (𝑁𝑡−1𝑁𝑡) 282 0.70 0.05 

  
(0.67) (0.2) 

Firm uses ERM in both periods (𝐸𝑡−1𝐸𝑡) 245 0.54 0.03 

  
(0.51) (0.11) 

Wald tests (p-values)    
Hypothesis 1: NN = 0 (Q is unaffected by the decision to adopt ERM) 0.51 0.84 

Hypothesis 2: EE = NN (ERM usage provides no value increase) 0.28 0.59 

Hypothesis 3: EE = 0 (ERM usage over time provides the same value increase as 

adopting ERM in the current year) 

0.61 0.91 

This table presents the results from our test on the effects on firm value from changes in firms’ ERM behavior. 

The estimated regression model is 

∆𝐹𝑖𝑟𝑚 𝑣𝑎𝑙𝑢𝑒 = 𝛼 + 𝛽1(𝑁 𝑁 ) + 𝛽2(𝐸𝐸 ) + 𝜃∆𝑿 + 𝜀 

NN is an indicator set to 1 if the firm does not use ERM in the current period or the next period. EE is an 

indicator set to 1 if the firm uses ERM in the current and the next period. ∆𝑿 is a vector of changes in the 

control variables foreign income/total sales, log assets, ROA, debt/equity, capex/sales, and Z-score. The 

regression also includes year dummies and a dividend dummy. ***, ** and * denote significance at the 1%, 

5% and 10% level, respectively. N shows the number of observations. T-statistics are based on White 

(1980) standard errors and are presented in parentheses. 

  

We find that firms using TRM in both periods (NN) experience a higher increase 

in firm value than firms that went from using TRM to using ERM (NE), for both 

simple Q and LN Q. This contradicts our results in section 5.1, where we find that 

ERM use provides a value premium compared to the use of TRM. The results from 

this event study also contradict our expectations based on previous studies 

(Allayannis & Weston, 2001; Bartram et al., 2011; Grace et al., 2015; Hoyt & 

Liebenberg, 2011). Additionally, we find that firms that were ERM users in both 
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periods (EE) had higher increase in firm value relative to firms that went from using 

TRM to using ERM (NE). We observe this effect for both the simple Q and LN Q. 

However, none of these ERM policy effects on the change in Q were statistically 

significant, even at the 10% level. Moreover, we do not reject any null hypotheses 

for the Wald tests in this subsection; thus, we find no statistically significant 

evidence that ERM usage leads to a change in firm value. We suspect that some of 

the reasons for our results differing to previous studies might be due to our sample 

consisting of Norwegian firms between 2013 and 2019, while most previous studies 

use a sample of US firms in the period from early 90s to 2005 (Allayannis & 

Weston, 2001; Graham & Rogers, 2002; Hoyt & Liebenberg, 2011; Pagach & Warr, 

2015). As risk management has gone from mainly focusing on silos to a much more 

holistic perspective on risk in the last two decades (McShane, 2018), this may have 

contributed to our differing results to Allayannis’ and Weston’s (2001) findings for 

their event study. By considering a firm’s risk exposure more holistically, there 

might not be a need for hedging altogether as one effect can offset another. Hence, 

we are wary of drawing conclusions on the causal effects of ERM based on this test 

alone. 

 

5.2.7 Volatility testing 

Based on previous literature (Bartram et al., 2011; Pagach & Warr, 2015) on the 

effects of hedging and ERM, we decided to investigate whether there exists a 

relationship between the use of either ERM or TRM and different volatility metrics 

in our sample. To assess the effect of TRM usage and ERM usage on volatility, we 

estimate several regression models where we include control variables that may 

affect our volatility metrics. To measure volatility, we estimate the yearly standard 

deviation of the following earnings and cash flow metrics: (1) net operating cash 

flow, (2) pretax income, (3) income before extraordinary items, (4) operating 

income before depreciation, and (5) operating income after depreciation. 

 

The results from our regressions on the effect of ERM and TRM on earnings 

volatility are shown in Appendix M and Appendix N for the pooled OLS and the 

fixed-effects model, respectively. None of our volatility tests result in statistically 

significant effects from the use of ERM or TRM. Moreover, we do not reject any 

null hypotheses that ERM users have lower performance volatility than TRM users. 
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Hence, due to the having no statistically significant results, along with the large 

variation in the sign of the ERM variable, we cannot conclude that neither ERM 

usage nor TRM usage affect performance volatility. 

 

6.0  Conclusions 

This thesis studies the engagement of ERM and TRM, for Norwegian firms for a 

sample of 120 firms between 2013 and 2019. We examine whether the use of ERM 

offers a value premium relative to TRM usage. 

 

Using Tobin’s Q as a proxy for firm value we find significant evidence suggesting 

that the use of ERM is related to higher firm value compared to the use of TRM. 

Our results are consistent across several measures for firm value and several 

robustness tests. In essence, our study reveals a positive and statistically significant 

effect on firm value that is higher from ERM usage than for TRM usage. 

 

The results provided in this paper are consistent with previous findings suggesting 

that ERM usage increases firm value. While most of the earlier studies examine the 

effect of ERM, few articles compare the effects of ERM to the effects of TRM. The 

findings of our paper might contribute to an increased curiosity on this subject, 

highlighting a rather unexplored topic.  

 

In addition to examining our main hypothesis, we perform supplementary tests 

investigating the causal effect from ERM as well as the effect ERM use has on the 

volatility of different performance metrics. The regression results are inconclusive 

regarding the causal effects from ERM, and whether ERM is correlated with 

reduced volatility.  

 

The discrepancies between our results and those of previous research may arise 

from multiple causes. One possible explanation for the lack of significant value-

increasing results from ERM implementation might be that many firms are not 

positioned to benefit from this action (Pagach & Warr, 2015). A culture of openness 

to change and the board director’s knowledge of ERM are some of the numerous 

important factors for a successful ERM implementation in a firm (Fraser & 
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Simkins, 2016). These factors are unfortunately hard to control for in a quantitative 

study like this one. 

 

However, we believe that there is room for further investigation regarding this 

subject. First, we would recommend gathering a larger data set to better gauge the 

impact of ERM. Second, implementing ERM may face strong resistance from 

employees who are unwilling to adapt to new concepts (Fraser & Simkins, 2016; 

Mohrman, 2007), which might delay the observable effect from ERM use. 

Therefore, examining the effect of ERM multiple years after the initial 

implementation might be beneficial for explaining the benefit of using ERM. To 

our knowledge, the long-run effects are yet to be determined. 

  

10350781004955GRA 19703



30 

 

7.0  Bibliography 

Allayannis, G., & Ofek, E. (2001). Exchange rate exposure, hedging, and the use 

of foreign currency derivatives. Journal of international money and 

finance, 20(2), 273-296. 

 

Allayannis, G., & Weston, J. P. (2001). The use of foreign currency derivatives 

and firm market value. The review of financial studies, 14(1), 243-276. 

 

Altman, E. I. (2013). Predicting financial distress of companies: revisiting the Z-

score and ZETA® models. In Handbook of research methods and 

applications in empirical finance. Edward Elgar Publishing. 

 

Bartram, S. M., Brown, G. W., & Conrad, J. (2011). The effects of derivatives on 

firm risk and value. Journal of Financial and Quantitative Analysis, 967-

999. 

 

Belsley, D. A., Kuh, E., & Welsch, R. E. (1980). Regression diagnostics: 

Identifying influential data and sources of collinearity. John Wiley. 

 

Breusch, T. S., & Pagan, A. R. (1980). The Lagrange multiplier test and its 

applications to model specification in econometrics. The review of 

economic studies, 47(1), 239-253. 

 

Campello, M., Lin, C., Ma, Y., & Zou, H. (2011). The real and financial 

implications of corporate hedging. The journal of finance, 66(5), 1615-

1647. 

 

Carter, D. A., Rogers, D. A., & Simkins, B. J. (2006). Does hedging affect firm 

value? Evidence from the US airline industry. Financial management, 

35(1), 53-86. 

 

Covello, V. T., & Mumpower, J. (1985). Risk analysis and risk management: an 

historical perspective. Risk analysis, 5(2), 103-120. 

 

10350781004955GRA 19703



31 

 

D’arcy, S. P., & Brogan, J. C. (2001). Enterprise risk management. Journal of 

Risk Management of Korea, 12(1), 207-228. 

 

DeMarzo, P. M., & Duffie, D. (1995). Corporate incentives for hedging and hedge 

accounting. The review of financial studies, 8(3), 743-771. 

 

Fraser, J. R., & Simkins, B. J. (2016). The challenges of and solutions for 

implementing enterprise risk management. Business horizons, 59(6), 689-

698. 

 

Froot, K. A., Scharfstein, D. S., & Stein, J. C. (1993). Risk management: 

Coordinating corporate investment and financing policies. The Journal of 

Finance, 48(5), 1629-1658. 

 

Géczy, C., Minton, B. A., & Schrand, C. (1997). Why firms use currency 

derivatives. The Journal of Finance, 52(4), 1323-1354. 

 

Grace, M. F., Leverty, J. T., Phillips, R. D., & Shimpi, P. (2015). The value of 

investing in enterprise risk management. Journal of Risk and Insurance, 

82(2), 289-316. 

 

Graham, J. R., & Rogers, D. A. (2002). Do firms hedge in response to tax 

incentives? The Journal of Finance, 57(2), 815-839. 

 

Guay, W., & Kothari, S. P. (2003). How much do firms hedge with derivatives? 

Journal of financial economics, 70(3), 423-461. 

 

Hausman, J. A., & Taylor, W. E. (1981). Panel data and unobservable individual 

effects. Econometrica: Journal of the Econometric Society, 1377-1398. 

 

Hentschel, L., & Kothari, S. P. (2001). Are corporations reducing or taking risks 

with derivatives? Journal of financial and quantitative analysis, 36(1), 93-

118.  

 

10350781004955GRA 19703



32 

 

Hoyt, R. E., & Liebenberg, A. P. (2011). The value of enterprise risk 

management. Journal of risk and insurance, 78(4), 795-822. 

 

Jensen, M. C. (1986). Agency costs of free cash flow, corporate finance, and 

takeovers. The American economic review, 76(2), 323-329. 

 

Jin, Y., & Jorion, P. (2006). Firm value and hedging: Evidence from US oil and 

gas producers. The journal of Finance, 61(2), 893-919. 

 

Kloman, H. F. (1992). Rethinking risk management. Geneva Papers on Risk and 

Insurance. Issues and Practice, 299-313. 

 

Kumar, P., & Rabinovitch, R. (2013). CEO entrenchment and corporate hedging: 

Evidence from the oil and gas industry. Journal of financial and 

quantitative analysis, 48(3), 887-917. 

 

Lang, L. H., & Stulz, R. M. (1994). Tobin's q, corporate diversification, and firm 

performance. Journal of political economy, 102(6), 1248-1280. 

 

Lessard, D. R. (1991). Global competition and corporate finance in the 1990s. 

Journal of Applied Corporate Finance, 3(4), 59-72. 

 

Lewellen, W. G., & Badrinath, S. G. (1997). On the measurement of Tobin's q. 

Journal of financial economics, 44(1), 77-122. 

 

Liebenberg, A. P., & Hoyt, R. E. (2003). The determinants of enterprise risk 

management: Evidence from the appointment of chief risk officers. Risk 

management and insurance review, 6(1), 37-52. 

 

McShane, M. (2018). Enterprise risk management: history and a design science 

proposal. The Journal of Risk Finance. 

 

McShane, M. K., Nair, A., & Rustambekov, E. (2011). Does enterprise risk 

management increase firm value? Journal of Accounting, Auditing & 

Finance, 26(4), 641-658. 

10350781004955GRA 19703



33 

 

 

Modigliani, F., & Miller, M. H. (1958). The cost of capital, corporation finance 

and the theory of investment. The American economic review, 48(3), 261-

297. 

 

Mohrman, S. A. (2007). Having relevance and impact: The benefits of integrating 

the perspectives of design science and organizational development. The 

Journal of applied behavioral science, 43(1), 12-22. 

 

Morck, R., & Yeung, B. (1991). Why investors value multinationality. Journal of 

Business, 64(2) 165-187. 

 

Nance, D. R., Smith Jr, C. W., & Smithson, C. W. (1993). On the determinants of 

corporate hedging. The journal of Finance, 48(1), 267-284. 

 

Nelson, J. M., Moffitt, J. S., & Affleck-Graves, J. (2005). The impact of hedging 

on the market value of equity. Journal of Corporate Finance, 11(5), 851-

881. 

 

Nocco, B. W., & Stulz, R. M. (2006). Enterprise risk management: Theory and 

practice. Journal of applied corporate finance, 18(4), 8-20. 

 

Pagach, D., & Warr, R. (2015). The effects of enterprise risk management on firm 

performance. In The Routledge Companion to Strategic Risk Management 

(pp. 381-393). Routledge. 

 

Peltzman, S. (1977). The gains and losses from industrial concentration. The 

Journal of Law and Economics, 20(2), 229-263. 

 

Perfect, S. B., & Wiles, K. W. (1994). Alternative constructions of Tobin's q: An 

empirical comparison. Journal of empirical finance, 1(3-4), 313-341. 

 

Servaes, H. (1996). The value of diversification during the conglomerate merger 

wave. The Journal of Finance, 51(4), 1201-1225. 

 

10350781004955GRA 19703



34 

 

Sharpe, W. F. (1964). Capital asset prices: A theory of market equilibrium under 

conditions of risk. The journal of finance, 19(3), 425-442. 

  

Smith, C. W., & Stulz, R. M. (1985). The determinants of firms' hedging policies. 

Journal of financial and quantitative analysis, 20(4), 391-405. 

 

Smith Jr, C. W., & Watts, R. L. (1992). The investment opportunity set and 

corporate financing, dividend, and compensation policies. Journal of 

Financial Economics, 32(3), 263-292. 

 

Stulz, R. M. (1984). Optimal hedging policies. Journal of Financial and 

Quantitative analysis, 19(2), 127-140. 

 

Stulz, R. (1990). Managerial discretion and optimal financing policies. Journal of 

Financial Economics, 26(1), 3-27. 

 

Stulz, R. M. (1996). Rethinking risk management. Journal of applied corporate 

finance, 9(3), 8-25. 

 

White, H. (1980). A heteroskedasticity-consistent covariance matrix estimator and 

a direct test for heteroskedasticity. Econometrica: journal of the 

Econometric Society, 817-838. 

 

Wooldridge, J. M. (2010). Econometric analysis of cross section and panel data. 

MIT press. 

 

Wooldridge, J. M. (2019). Introductory Econometrics A Modern Approach (7. 

ed.). Cengage. 

 

  

10350781004955GRA 19703



35 

 

8.0 Appendix 

 

Appendix A. Breusch-Pagan Lagrangian multiplier test 

  Var St. dev = Sqrt (Var) 

Q 1.805 1.343 

e 0.715 0.845 

u 0.764 0.874 

   

Test: H0: Var(u) = 0   

  chibar2 (01) =  469.080 

 Prob > chibar2 =  0.000 

This table presents the results from a Breusch-Pagan Lagrangian multiplier test for our sample. Tobin’s Q is 

defined as the market value of a firm divided by the replacement cost of assets. The overall error component 

is denoted e, while the fixed- or random-error component is denoted u. 

 

 

Appendix B. Hausman test for endogeneity 

 Coefficients   

  

(b) 

Fixed 

(B) 

Random 

(b-B) 

Difference 

Sqrt (diag (V_b-V_B)) 

S.E. 

ERM dummy 0.625 0.600 0.026 0.355 

Foreign income/total sales -0.003 -0.005 0.001 0.003 

Size (log of assets) -0.356 -0.293 -0.062 0.081 

ROA 0.646 0.181 0.465 0.117 

Debt/ equity ratio -0.006 -0.007 0.002 0.001 

Growth (capex/ sales) 0.000 0.001 -0.000 0.000 

Z-score -0.000 -0.000 -0.000 0.000 

Dividend dummy 0.103 0.149 -0.047 0.055 

2014 -0.083 -0.088 0.004 0.012 

2015 0.067 0.057 0.010 0.018 

2016 0.121 0.110 0.011 0.023 

2017 0.074 0.070 0.004 0.028 

2018 -0.037 -0.038 0.001 0.032 

2019 0.337 0.323 0.014 0.045 

     

     

Test: H0: difference in coefficients not systematic 

  𝑐ℎ𝑖2(14) = (𝑏 − 𝐵)′ [𝑉_𝑏 − 𝑉_𝐵]−1 (𝑏 − 𝐵) 

   =  27.25  

  Prob > chi2 =  0.0178  
This table presents the results from a Hausman test for endogeneity. The ERM dummy equals 1 for firm-

years beginning with, and subsequent to, the first evidence of ERM usage, and 0 for the firm-years prior to 

the first observed ERM usage, where the firm uses TRM. Foreign income denotes the net foreign income 

divided by total sales. ROA is the ratio of income before extraordinary items divided by total assets. D/E 

denotes the ratio of total debt divided by the market value of equity. Growth is denoted by capital expenditures 

divided by total sales. The dividend dummy is set equal to 1 if the company paid dividends that year, and 0 

otherwise. The Z-score is a variable set to measure the probability of bankruptcy. 
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Appendix C. Correlation matrix 

 Q ERM 

Foreign 

income 

Size (log 

assets) ROA D/E Growth Dividend Z-score 

Q 1.00         

ERM 0.05 1.00        

Foreign income -0.01 0.03 1.00       

Size (log assets) -0.26 0.49 -0.01 1.00      

ROA -0.14 0.06 0.00 0.25 1.00     

D/E -0.13 0.05 0.00 0.10 -0.14 1.00    

Growth 0.01 -0.05 0.44 -0.03 0.00 -0.01 1.00   

Dividend -0.02 0.18 -0.02 0.39 0.43 -0.13 -0.05 1.00  

Z-score 0.01 -0.04 0.00 -0.02 -0.02 -0.02 0.00 -0.05 1.00 

This table presents a matrix of the correlation between the variables used in this paper. Tobin’s Q is defined 

as the market value of a firm divided by the replacement cost of assets. The ERM dummy equals 

1 for firm-years beginning with, and subsequent to, the first evidence of ERM usage, and 0 for the 

firm-years prior to the first observed ERM usage, where the firm uses TRM. Foreign income 

denotes the net foreign income divided by total sales. ROA is the ratio of income before 

extraordinary items divided by total assets. D/E denotes the ratio of total debt divided by the market 

value of equity. Growth is denoted by capital expenditures divided by total sales. The dividend 

dummy is set equal to 1 if the company paid dividends that year, and 0 otherwise. The Z-score is 

a variable set to measure the probability of bankruptcy. 

 

 

Appendix D. Variance inflation factor test 

Variable VIF 1/VIF 

ERM 2.18 0.460 

Foreign income 1.26 0.791 

Size (log assets) 2.47 0.405 

ROA 1.77 0.565 

D/E 1.13 0.885 

Growth 1.29 0.778 

Z-score 1.06 0.941 

Dividend dummy 2.41 0.415 

This table presents the results from a Variance inflation factor test. The ERM dummy equals 1 for firm-years 

beginning with, and subsequent to, the first evidence of ERM usage, and 0 for the firm-years prior to the first 

observed ERM usage, where the firm uses TRM. Foreign income denotes the net foreign income divided by 

total sales. ROA is the ratio of income before extraordinary items divided by total assets. D/E denotes the 

ratio of total debt divided by the market value of equity. Growth is denoted by capital expenditures divided 

by total sales. The dividend dummy is set equal to 1 if the company paid dividends that year, and 0 otherwise. 

The Z-score is a variable set to measure the probability of bankruptcy.  
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Appendix E. Multivariate regression with alternative definition of firm value - 

Industry-adjusted Q 

     Pooled  Fixed effects 

ERM dummy  0.269  0.625 

 

 
(2.04) ** 

 
(1.95) * 

Foreign income/total sales  -0.003  -0.003   
(-0.11) 

 
(-0.18) 

Size (log of total assets)  -0.146  -0.356 

 

 
(-3.77) *** 

 
(-3.75) *** 

ROA  -0.298  0.646 

 

 
(-0.64) 

 
(1.67) *  

Debt/equity ratio  -0.007  -0.006   
(-3.28) *** 

 
(-2.94) *** 

Growth (capex/sales)  0.001  0.000   
(0.55) 

 
(0.51) 

Z-score  0.000  -0.000 

 

 
(0.26) 

 
(-1.50)  

Dividend dummy  0.147  0.103   
(1.39) 

 
(1.25) 

     

N  636  636 

R-squared  0.151  0.416 

This table presents the results from pooled and fixed-effects multivariate tests on the effects of firms’ risk 

management strategy on their value measured by our industry-adjusted Q. ERM users are defined as firms 

reporting the implementation of Enterprise Risk Management in their annual reports. We classify all 

observations prior to the first evidence of ERM usage as TRM users. The regressions include control variables 

for foreign sales to total sales, size, ROA, debt/equity ratio, growth, probability of bankruptcy, dividend 

payout, three-digit SIC code (only in the pooled OLS), and year dummies as outlined in section 3.2. ***, ** 

and * denote significance at the 1%, 5% and 10% level, respectively. N shows the number of observations. 

T-statistics are based on White (1980) standard errors and are presented in parentheses. 
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Appendix F. Multivariate regression with alternative definition of firm value - Market 

value of equity to sales ratio 

     Pooled  Fixed effects 

ERM dummy  33.029  1395 * 

 

 
(0.76) 

 
(1.68) 

Foreign income/total sales  -41.642  -34.256   
(-0.30) 

 
(-0.51) 

Size (log of total assets)  40.3402  61.183 

 

 
(1.34) 

 
(0.95) 

ROA  -368.171  -116.068 

 

 
(-1.23) 

 
(-0.92)  

Debt/equity ratio  -1.501  -0-299   
(-1.30) 

 
(-0.85) 

Growth (capex/sales)  4.513  4.065   
(0.79) 

 
(1.47) 

Z-score  -0.201  -0.038 

 

 
(-1.15) 

 
(-1.57)  

Dividend dummy  -6.784  3.056   
(-1.15) 

 
(0.10) 

     

N  636  636 

R-squared  0.123  0.567 

This table presents the results from pooled and fixed-effects multivariate tests on the effects of firms’ risk 

management strategy on their value measured by the market value of equity divided by total sales. ERM users 

are defined as firms reporting the implementation of Enterprise Risk Management in their annual reports. We 

classify all observations prior to the first evidence of ERM usage as TRM users. The regressions include 

control variables for foreign sales to total sales, size, ROA, debt/equity ratio, growth, probability of 

bankruptcy, dividend payout, three-digit SIC code (only in the pooled OLS), and year dummies as outlined 

in section 3.2. ***, ** and * denote significance at the 1%, 5% and 10% level, respectively. N shows the 

number of observations. T-statistics are based on White (1980) standard errors and are presented in 

parentheses. 
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Appendix G. Multivariate regression with alternative definition of firm value - ROA 

     Pooled  Fixed effects 

ERM dummy  0.002  0.128 

 

 
(0.07) 

 
(0.31) 

Foreign income/total sales  0.000  -0.000   
(0.07) 

 
(-0.19) 

Size (log of total assets)  0.013  0.045 

 

 
(1.68) * 

 
(1.92) * 

Debt/equity ratio  -0.002  -0.003   
(-3.13) *** 

 
(-2.89) *** 

Growth (capex/sales)  0.000  0.000   
(1.01) 

 
(1.19) 

Z-score  -0.000  0.000 

 

 
(-0.95) 

 
(0.23)  

Dividend dummy  0.115  0.056   
(6.55) *** 

 
(2.67) *** 

     

N  636  636 

R-squared  0.435  0.559 

This table presents the results from pooled and fixed-effects multivariate tests on the effects of firms’ risk 

management strategy on their value measured by ROA. ERM users are defined as firms reporting the 

implementation of Enterprise Risk Management in their annual reports. We classify all observations prior to 

the first evidence of ERM usage as TRM users. The regressions include control variables for foreign sales to 

total sales, size, debt/equity ratio, growth, probability of bankruptcy, dividend payout, three-digit SIC code 

(only in the pooled OLS), and year dummies as outlined in section 3.2. ***, ** and * denote significance at 

the 1%, 5% and 10% level, respectively. N shows the number of observations. T-statistics are based on 

White (1980) standard errors and are presented in parentheses. 
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Appendix H. Multivariate regression when removing outliers 

 Simple Q  LN Q 

    Pooled  Fixed effects     Pooled  Fixed effects 

ERM dummy 0.311  0.639  0.229  0.294 

 
(2.66) *** 

 
(2.06) ** 

 
(3.19) *** 

 
(1.44) 

Foreign income/total sales -0.004  -0.004  -0.004  -0.003  
(-0.13)  

 
(-0.21) 

 
(-0.30) 

 
(-0.41) 

Size (log of total assets) -0.121  -0.305  -0.072  -0.216 

 
(-3.36) *** 

 
(-3.60) *** 

 
(-2.89) *** 

 
(-4.52) *** 

ROA -0.133  0.368  -0.025  0.383 

 
(-0.30) 

 
(1.28)  

 
(-0.13) 

 
(2.42) **  

Debt/equity ratio -0.009  -0.008  -0.016  -0.017  
(-3.60) *** 

 
(-4.08) *** 

 
(-3.67) *** 

 
(-4.55) *** 

Growth (capex/sales) 0.006  0.000  0.001  0.000  
(0.52) 

 
(0.49) 

 
(1.41) 

 
(0.81) 

Z-score 0.000  -0.000  0.000  -0.000 

 
(0.27) 

 
(-1.54)  

 
(0.37) 

 
(-1.36)  

Dividend dummy 0.152  0.097  0.195  0.136  
(1.62) 

 
(1.20) 

 
(3.05) *** 

 
(2.47) ** 

        

N 624  624  624  624 

R-squared 0.427  0.650  0.486  0.760 

This table presents the results from pooled and fixed-effects multivariate tests on the effects of firms’ risk 

management strategy on their value measured by simple Tobin’s Q and LN Q, when we exclude the 

observations outside the 1st and 99th percentiles of the dependent variable. ERM users are defined as firms 

reporting the implementation of Enterprise Risk Management in their annual reports. We classify all 

observations prior to the first evidence of ERM usage as TRM users. The regressions include control variables 

for foreign sales to total sales, size, ROA, debt/equity ratio, growth, probability of bankruptcy, dividend 

payout, three-digit SIC code (only in the pooled OLS), and year dummies as outlined in section 3.2. ***, ** 

and * denote significance at the 1%, 5% and 10% level, respectively. N shows the number of observations. 

T-statistics are based on White (1980) standard errors and are presented in parentheses. 
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Appendix I. Multivariate regressions with alternative minimum-asset constraint - NOK 

5,000 million 

 Simple Q  LN Q 

    Pooled  Fixed effects     Pooled  Fixed effects 

ERM dummy 0.032  0.602  0.030  0.470 

 
(0.27)  

 
(2.81) *** 

 
(0.26)  

 
(3.21) *** 

Foreign income/total sales -0.083  -0.023  -0.700  -0.059  
(-0.15)  

 
(-0.04) 

 
(-1.09) 

 
(-0.10) 

Size (log of total assets) -0.085  -0.065  -0.031  -0.041 

 
(-1.33)  

 
(-0.55)  

 
(-0.50) 

 
(-0.35) 

ROA 1.059  0.656  1.688  1.098 

 
(2.10) ** 

 
(1.10)   

 
(2.93) *** 

 
(1.85) *  

Debt/equity ratio -0.003  -0.004  -0.016  -0.022  
(-1.88) * 

 
(-2.09) ** 

 
(-4.98) *** 

 
(-6.78) *** 

Growth (capex/sales) 0.053  0.094  0.153  0.064  
(0.62) 

 
(0.81) 

 
(1.65) 

 
(-0.39) 

Z-score 0.000  -0.000  0.000  -0.000 

 
(0.38) 

 
(-1.65)  

 
(0.59) 

 
(-1.99) **  

Dividend dummy 0.106  -0.010  0.010  -0.049  
(1.04) 

 
(-0.08) 

 
(0.09)  

 
(-0.46)  

        

N 246  246  246  246 

R-squared 0.477  0.559  0.638  0.743 

This table presents the results from pooled and fixed-effects multivariate tests on the effects of firms’ risk 

management strategy on their value measured by simple Tobin’s Q and LN Q, when we set the minimum-

asset constraint to NOK 5,000 million. ERM users are defined as firms reporting the implementation of 

Enterprise Risk Management in their annual reports. We classify all observations prior to the first evidence 

of ERM usage as TRM users. The regressions include control variables for foreign sales to total sales, size, 

ROA, debt/equity ratio, growth, probability of bankruptcy, dividend payout, three-digit SIC code (only in the 

pooled OLS), and year dummies as outlined in section 3.2. ***, ** and * denote significance at the 1%, 5% 

and 10% level, respectively. N shows the number of observations. T-statistics are based on White (1980) 

standard errors and are presented in parentheses. 
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Appendix J. Multivariate regressions with alternative minimum-asset constraint - NOK 

1,000 million  

 Simple Q  LN Q 

    Pooled  Fixed effects     Pooled  Fixed effects 

ERM dummy 0.323  0.399  0.207  0.266 

 
(2.83) *** 

 
(1.48)  

 
(2.23) ** 

 
(1.26) 

Foreign income/total sales -0.027  -0.043  -0.012  -0.065  
(-2.91) ***  

 
(-0.47) 

 
(-2.90) *** 

 
(-1.06) 

Size (log of total assets) -0.117  -0.305  -0.044  -0.195 

 
(-2.57) ** 

 
(-3.74) *** 

 
(-1.09) 

 
(-2.75) *** 

ROA 1.154  0.703  1.02  0.729 

 
(2.79) *** 

 
(2.36) **  

 
(2.96) *** 

 
(2.66) ***  

Debt/equity ratio -0.003  -0.005  -0.018  -0.022  
(-2.27) ** 

 
(-3.09) *** 

 
(-6.12) *** 

 
(-7.24) *** 

Growth (capex/sales) 0.001  0.001  0.001  0.002  
(3.67) *** 

 
(0.35) 

 
(5.03) *** 

 
(0.93) 

Z-score -0.000  -0.000  0.000  -0.000 

 
(-0.02) 

 
(-1.37)  

 
(0.36) 

 
(-1.14)  

Dividend dummy 0.046  0.137  0.078  0.128  
(0.53) 

 
(1.87) * 

 
(1.05) 

 
(1.99) ** 

        

N 448  448  448  448 

R-squared 0.519  0.706  0.623  0.770 

This table presents the results from pooled and fixed-effects multivariate tests on the effects of firms’ risk 

management strategy on their value measured by simple Tobin’s Q and LN Q, when we set the minimum-

asset constraint to NOK 1,000 million. ERM users are defined as firms reporting the implementation of 

Enterprise Risk Management in their annual reports. We classify all observations prior to the first evidence 

of ERM usage as TRM users. The regressions include control variables for foreign sales to total sales, size, 

ROA, debt/equity ratio, growth, probability of bankruptcy, dividend payout, three-digit SIC code (only in the 

pooled OLS), and year dummies as outlined in section 3.2. ***, ** and * denote significance at the 1%, 5% 

and 10% level, respectively. N shows the number of observations. T-statistics are based on White (1980) 

standard errors and are presented in parentheses. 
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Appendix K. Multivariate regression with alternative control variables 

 Simple Q  LN Q 

    Pooled  Fixed effects     Pooled  Fixed effects 

ERM dummy 0.199  0.323  0.213  0.201 

 
(1.66) *  

 
(1.58)  

 
(3.10) ***  

 
(1.14) 

Foreign income/total sales -0.004  -0.007  -0.003  -0.004  
(-0.67)  

 
(-1.26) 

 
(-0.90) 

 
(-1.31) 

Size (log of sale) -0.119  -0.063  -0.078  -0.068 

 
(-2.35) **  

 
(-0.99)  

 
(-3.38) *** 

 
(-2.01) ** 

EBITDA/Sales -0.000  -0.004  0.000  -0.001 

 
(-0.21)  

 
(-2.70) ***  

 
(0.37)  

 
(-1.50)   

Debt/equity ratio -0.006  -0.007  -0.020  -0.025  
(-3.44) *** 

 
(-3.43) *** 

 
(-7.37) *** 

 
(-9.04) *** 

Growth (R&D/Assets) 5.877  -0.691  2.835  -0.264  
(3.26) *** 

 
(-0.26) 

 
(4.20) *** 

 
(-0.40) 

Z-score -0.000  -0.000  0.000  -0.000 

 
(-0.47) 

 
(-1.36)  

 
(0.03) 

 
(-1.15)  

Dividend dummy 0.229  0.100  0.260  0.153  
(2.62) *** 

 
(1.16) 

 
(4.17) ***  

 
(2.51) **  

        

N 636  636  636  636 

R-squared 0.482  0.5971  0.576  0.756 

This table presents the results from pooled and fixed-effects multivariate tests on the effects of firms’ risk 

management strategy on their value measured by simple Tobin’s Q and LN Q, when we substitute several of 

our control variables with alternative measures. ERM users are defined as firms reporting the implementation 

of Enterprise Risk Management in their annual reports. We classify all observations prior to the first evidence 

of ERM usage as TRM users. The regressions include control variables for foreign sales to total sales, size, 

ROA, debt/equity ratio, growth, probability of bankruptcy, dividend payout, three-digit SIC code (only in the 

pooled OLS), and year dummies as outlined in section 3.2. ***, ** and * denote significance at the 1%, 5% 

and 10% level, respectively. N shows the number of observations. T-statistics are based on White (1980) 

standard errors and are presented in parentheses. The same regressions when substituting the alternative proxy 

for size, log of sales, to the log of capex are not tabulated, but provide very similar results.  
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Appendix L. Multivariate regression with alternative profitability proxy 

 Simple Q  LN Q 

    Pooled  Fixed effects     Pooled  Fixed effects 

ERM dummy 0.267  0.353  0.224  0.209 

 
(2.03) **  

 
(1.34)  

 
(3.04) ***  

 
(0.98) 

Foreign income/total sales -0.005  -0.011  -0.005  -0.005  
(-1.18)  

 
(-1.79) * 

 
(-2.80) *** 

 
(-1.83) * 

Size (log of assets) -0.157  -0.346  -0.079  -0.214 

 
(-4.10) ***  

 
(-3.74) ***  

 
(-3.10) *** 

 
(-4.31) ** 

EBITDA/Sales -0.003  -0.004  0.001  -0.001 

 
(-3.51) ***  

 
(-3.16) ***  

 
(-3.61) ***  

 
(-1.92) *   

Debt/equity ratio -0.006  -0.007  -0.021  -0.025  
(-3.36) *** 

 
(-3.85) *** 

 
(-7.43) *** 

 
(-9.02) *** 

Growth (Capex/sales) 0.001  0.006  0.001  0.000  
(2.19) ** 

 
(1.35) 

 
(5.18) *** 

 
(1.11) 

Z-score 0.000  -0.000  0.000  -0.000 

 
(0.39) 

 
(-1.43)  

 
(0.43) 

 
(-1.26)  

Dividend dummy 0.125  0.142  0.188  0.164  
(1.26) 

 
(1.80) * 

 
(2.91) ***  

 
(2.92) ***  

        

N 636  636  636  636 

R-squared 0.433  0.607  0.539  0.764 

This table presents the results from pooled and fixed-effects multivariate tests on the effects of firms’ risk 

management strategy on their value measured by simple Tobin’s Q and LN Q, when we substitute several of 

our control variables with alternative measures. ERM users are defined as firms reporting the implementation 

of Enterprise Risk Management in their annual reports. We classify all observations prior to the first evidence 

of ERM usage as TRM users. The regressions include control variables for foreign sales to total sales, size, 

ROA, debt/equity ratio, growth, probability of bankruptcy, dividend payout, three-digit SIC code (only in the 

pooled OLS), and year dummies as outlined in section 3.2. ***, ** and * denote significance at the 1%, 5% 

and 10% level, respectively. N shows the number of observations. T-statistics are based on White (1980) 

standard errors and are presented in parentheses. The same regressions when substituting the alternative proxy 

for size, log of sales, to the log of capex are not tabulated, but provide very similar results.  
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Appendix M. Volatility testing - pooled OLS 

Dependent variable ERM R-squared 

Panel A: Income before extraordinary items 

 Coefficients 2.41 0.078 

 T-statistics (0.13)  

 Hypothesis: ERM = 0 (p-value): 0.90 

Panel B: Operating income after depreciation 

 Coefficients 1.31 0.142 

 T-statistics (-0.93)  

 Hypothesis: ERM = 0 (p-value): 0.32 

Panel C: Operating income before depreciation 

 Coefficients -1.115 0.102 

 T-statistics (-1.51)  

 Hypothesis: ERM = 0 (p-value): 0.13 

Panel D: Operating net cash flow 

 Coefficients -1.919 0.143 

 T-statistics (-0.82)  

 Hypothesis: ERM = 0 (p-value): 0.41 

Panel E: Pretax income 

 Coefficients -4.043 0.074 

 T-statistics (-0.98)  

 Hypothesis: ERM = 0 (p-value): 0.33 

This table presents the results from our pooled OLS on the effects of ERM usage on the volatility of several 

performance metrics. Each panel is a separately run regression using the volatility of the performance metrics 

as the dependent variable, and the dummy variable representing ERM/TRM use as an independent variable. 

The regressions also include the following control variables: log assets; the ratio of debt to equity; capex to 

sales ratio; dividend dummy variable; ROA; net foreign income divided by total sales; three-digit SIC code; 

Altman Z-score (Altman, 2013); and year dummies. We test the hypothesis that ERM usage has the same 

effect on the volatility of the performance metrics as the use of TRM. ***, ** and * denote significance at 

the 1%, 5% and 10% level, respectively. T-statistics are based on White (1980) standard errors and are 

presented in parentheses. 
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Appendix N. Volatility testing - fixed effects 

Dependent variable ERM R-squared 

Panel A: Income before extraordinary items 

 Coefficients 3.844 -0.033 

 T-statistics (0.72)  

 Hypothesis: ERM = 0 (p-value): 0.47 

Panel B: Operating income after depreciation 

 Coefficients -2.015 -0.002 

 T-statistics (-1.03)  

 Hypothesis: ERM = 0 (p-value): 0.31 

Panel C: Operating income before depreciation 

 Coefficients -0.717 0.023 

 T-statistics (-0.27)  

 Hypothesis: ERM = 0 (p-value): 0.79 

Panel D: Operating net cash flow 

 Coefficients 8.731 0.008 

 T-statistics (1.39)  

 Hypothesis: ERM = 0 (p-value): 0.17 

Panel E: Pretax income 

 Coefficients -6.672 -0.002 

 T-statistics (-0.62)  

 Hypothesis: ERM = 0 (p-value): 0.53 

This table presents the results from our fixed-effects model on the effects of using ERM and TRM on the 

volatility of several performance metrics. Each panel is a separately run regression using the volatility of the 

performance metrics as the dependent variable, and the dummy variable representing ERM/TRM use as an 

independent variable. The regressions also include the following control variables: log assets; the ratio of 

debt to equity; capex to sales ratio; dividend dummy variable; ROA; net foreign income divided by total 

sales; three-digit SIC code; Altman Z-score (Altman, 2013); and year dummies. We test the hypothesis that 

ERM usage has the same effect on the volatility of the performance metrics as the use of TRM. ***, ** and 

* denote significance at the 1%, 5% and 10% level, respectively. T-statistics are based on White (1980) 

standard errors and are presented in parentheses. 
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