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Table 17 Decision tree Hyperparameters 

Hyperparameter Default Search Space Optimal values 

Criterion Gini Gini or Entropy Gini 

ccp_alpha 0.0 0 to 0.1 0.00007 

max_depth None 1 to 10 9 

min_samples_split 2 1 to 10 2 

min_samples_leaf 1 1 to 5 1 

 

3.7.3 Results 

We tested the algorithm with no hyperparameter tuning to measure the 

performance of the decision tree algorithm on the validation data set. The 

default parameters are shown in table 17. With these hyperparameters, the 

model gives an accuracy score of 0.8972, a precision score of 0.8986, and a 

recall score of 0.8971. 

 

Table 18 Performance score on validation dataset without tuning 

Performance measure: Score: 

Accuracy: 0.8972 

Precision: 0.8986 

Recall: 0.8971 
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Table 18 displays the optimized hyperparameter from the GridSearchCV. As a 

result, the model had an accuracy of 0.914, a precision score of 0.9472, and a 

recall score of 0.8781. Thus, tuning of the hyperparameters increases the 

accuracy and precision score of the model, which boosts the model's 

performance.  

 

Table 19 Performance score on validation dataset with tuning 

Performance measure: Score: 

Accuracy: 0.9140 

Precision: 0.9472 

Recall: 0.8781 

 

The optimized model had an accuracy of 0.9006, a precision score of 0.9668, 

and a recall score of 0.8746 on the test data set. Thus, the model has nearly as 

good performance scores as the validation dataset, which indicates that the 

model has a good generalization. Below is the confusion matrix on the 

optimized model on the test dataset. 

 

Table 20 Performance score on test dataset 

Performance measure: Score: 

Accuracy: 0.9006 

Precision: 0.9668 

Recall: 0.8746 
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Figure 15 Confusion matrix test dataset 

 

 

3.8 Stochastic gradient descent 

 

Stochastic gradient descent is an optimization algorithm used to find the 

parameters values that minimize loss function. The algorithm has many 

different loss functions, such as sum of squared residuals, mean squared error, 

hinge loss, and cross-entropy function: 

 

𝑤𝑡+1 = 𝑤𝑡 − 𝑛𝑡𝑔𝑡(𝑤𝑡) 
 𝑤ℎ𝑒𝑟𝑒 𝑔𝑡(𝑤𝑡) = 𝜆𝑤𝑡 + 𝜄′(𝑤𝑡

𝑇𝑥𝑡 , 𝑦𝑡) 
 

(3.8.1.1) 

 

The algorithm starts with a randomly chosen point on the vector 𝑤𝑡 (Krzysztof 

& Paweł, 2015). Next, it advances to the next point in the direction of the 

fastest decrease of the loss function  𝑛𝑡𝑔𝑡(𝑤𝑡),  where 𝜄′ is the gradient of the 

loss function and  𝑛𝑡 is the learning rate that determines how large the moving 

step will be (Krzysztof & Paweł, 2015). The moving step is usually big when 

the point is far away from the local minimum and small when it comes close to 

the local minimum, as shown in figure 16 (Stojiljković, 2021). The algorithm 

stops when the moving step will be close to 0 or the maximum number of steps 

is reached. 
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Figure 16 Illustrates the movement of the gradient through the iterations 

 

 Figure 16. «Stochastic Gradient Descent », 2006, by Stojiljković, M 

 

3.8.1 Hyperparameters tuning 

In the stochastic gradient descent, we mainly analyze the loss, penalty, and 

alpha hyperparameter since these are the main deciding parameters. The loss 

parameter determines which loss function the algorithm will have. The penalty 

is the regularization parameter added to the loss function that reduces the 

model parameters towards the zero vector (Stephanie, G. 2020). Alpha is a 

constant that multiplies with the penalty parameter. The higher the value of 

alpha, the stronger the regularization. Alpha is also used to compute the 

learning rate (sklearn, n.d.), as we see in equation 3.8.1.2. 

 𝑛𝑡 =
1

𝛼(𝑡 + 𝑡0)
 

 

(3.8.1.2) 

 

GridSearchCV computed that the best loss function is hinge loss with a penalty 

of l1, limiting the size of the coefficients and the alpha to be 0.01, as we see in 

table 21. When the hinge loss is used as the loss function, it gives a linear 

support vector machine. 
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Table 21 SGD Hyperparameters 

Hyperparameter Default Search Space Optimal values 

Loss Hinge Hinge, 

Modified_huber, Log, 

Squared_hinge, 

Perceptron 

Hinge 

Alpha 0.0001 0.0001, 0.001, 0.01, 

0.1, 1, 10, 100 

0.01 

Penalty None None, l1, l2, Elasticnet l1 

 

 

3.8.2 Results 

We tested the algorithm with no hyperparameter tuning to measure the 

performance of the Stochastic gradient descent algorithm on the validation data 

set. With the default parameter values shown in table 21, the model gives an 

accuracy score of 0.9038, a precision score of 0.9246, and a recall score of 

0.8808.  

 

Table 22 Performance score on validation dataset without tuning 

Performance measure: Score: 

Accuracy: 0.9038 

Precision: 0.9246 

Recall: 0.8808 
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After running the GridSearchCV on the SGD model, we received the optimal 

values for the hyperparameters, as shown in table 21. As a result, the SGD 

model had an accuracy of 0.9063 on the validation dataset, a precision score 

0.9398, and a recall score of 0.8695. Thus, the model had a marginal higher 

accuracy and precision score. In addition, the model had a slight decrease in 

recall score. 

  

Table 23 Performance score on validation dataset with tuning 

Performance measure: Score: 

Accuracy: 0.9063 

Precision: 0.9398 

Recall: 0.8695 

 

The optimized model had an accuracy of 0.8978, a precision score of 0.9627, 

and a recall score of 0.8741 on the test data set, as displayed in table 24. Thus, 

the model has almost as good performance scores as the validation dataset, 

which indicates that the model has a good generalization. Below is the 

confusion matrix on the optimized model on the test dataset. 

 

Table 24 Performance score on test dataset 

Performance measure: Score: 

Accuracy: 0.8978 

Precision: 0.9627 

Recall: 0.8740 
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Figure 17 Confusion matrix on test dataset 

 

 

 

 

4 Comparing Results and Additional 

Findings 

In this section, a comparison of the performance and results of our various 

machine learning algorithms will take place. In table 25, we can see the given 

scores that were received from the baseline models on the validation set, scores 

on the validation set after tuning the model, and finally, the optimized model 

utilized on the unseen test data.  

 

Table 25 Accuracy from the algorithms 

Algorithm: Accuracy: 

before 

parameter 

tuning 

Accuracy: after 

parameter 

tuning 

Accuracy: on 

testset 

SVM 0.925 0.932 0.914 

Logistic 

Regression 

0.906 0.906 0.903 

KNN 0.917 0.914 0.897 

Decision Tree 0.897 0.914 0.899 

Stochastic 

gradient descent 

0.903 0.906 

 

 

0.898 
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The Support Vector Machine model performed very well on all aspects of our 

data, such as accuracy, precision and recall. It resulted in an accuracy of 0.914 

on the unseen test data, with no signs of over-fitting. The benefit of our 

Support Vector Machine is that it effectively utilized its advantages. There is a 

clear margin of separation between our classes. In combination with the “rbf” 

kernel, it performed well on unseen data. On the other hand, a Support Vector 

Machine does not perform extremely well on very large datasets. In our case, 

the dataset is not particularly large which suits the Support Vector Machine 

algorithm. In addition, there isn’t a lot of noise in the dataset, with few 

overlapping features that help the support vector machine algorithm perform 

on top of its potential (K, 2020). Finally, a general disadvantage for support 

vector machines is that it doesn’t predict probabilities, since the algorithm 

places our data points below or above the classifying hyperplane (K, 2020), 

which is mentioned in the more detailed section about Support Vector 

Machines (Chapter 3.4).  

 

Our second best model is the logistic regression model. We received good 

overall scores for both the validation data and the unseen test data. However, 

the hyperparameter tuning didn’t excel the model in any noteworthy direction, 

with only a small increase in accuracy. Compared to our best model, the 

support vector machine, the logistic regression algorithm does, in fact, 

calculate predicted probability. In short, it learns the linear relationships that 

occur in the dataset while introducing non-linearity in the form of the sigmoid 

function (GeeksforGeeks, 2020a). In general, logistic regression is easy to 

implement, interpret, and can train efficiently and effectively on all kinds of 

data. In theory, a logistic regression algorithm does not require any 

hyperparameter tuning, as we can see from our results. Something we need to 

keep in mind when considering implementing a logistic regression model in 

Machine Learning is that the algorithm assumes linearity between our 

prediction variable and or independent variables (GeeksforGeeks, 2020a). In 

addition, even though a logistic regression model rarely overfits, it has a 

tendency to overfit in extremely high dimensional space.   
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The remaining three algorithms yielded decent results, however, based on the 

results we would choose either logistic regression or a support vector machine 

for this type of classification problem. Decision tree, even though it requires 

some fine-tuning in order to perform relatively well with an accuracy on the 

unseen test data of 0.902. KNN received an accuracy on the test data of 0.897, 

see our k-nearest-neighbors section (Chapter 3.6) for more information on 

results and reasons. In addition, we wanted to include something different 

other than supervised learning in order to see how it affected the results. 

Stochastic gradient descent is an optimization algorithm and received an 

accuracy on the test data of 0.897, which is considered a decent score. For 

more information, see the method section about SGD (Chapter 3.8).  

 

 

5 Discussion and Conclusion 

 

In the following chapter, we will discuss related work and research, answer our 

thesis question, the impact on the banking industry and further research.  

 

5.1 Related Work 

Hand and Henley analyzed the different credit scoring methodologies used in 

the financial industry. The techniques they list as industry standards are 

logistical regression, decision tree, linear regression, and discriminant analysis 

(Hand & Henley, 1997). Along with k-nearest neighbors and neural networks. 

Turiel and Aste provide an extensive and in-depth look at loan acceptance and 

default prediction with machine learning (Turiel & Aste, 2020). They used 

logistic regression, support vector machine algorithms, and deep neural 

networks. The study concluded that machine learning could improve current 

credit risk models, reducing the default risk of issued loans by as much as 

70%. The best default prediction algorithm was deep neural networks, and for 

loan approval was logistic regression best. 
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Furthermore, Tepy and Polena investigated which classification algorithms 

perform the best in peer-to-peer lending (Tepy & Polena 2020). They tested ten 

different classification algorithms and ranked them on six different 

performance measures. The best overall performer was logistic regression. 

Other authors also found this, such as Peng, who analyzed the credit risk and 

fraud risk in six different countries using eight classification methods (Peng, et 

al, 2011). 

Table 26 illustrates research relevant to the theses with their representative 

performance accuracy for the different machine learning algorithms. As the 

table shows, Support Vector Machine and Logistic regression frequently 

perform relatively well, as our research also achieves. 

The relative differences in predictive power between the algorithms may be 

overestimated, according to Hand (Hand, 2006). This could be due to the 

"reject inference" problem. One algorithm that performs well on a dataset does 

not naturally perform better than other classifiers on through-the-door 

population. Additionally, Hand claims that the classifier's goal should be to 

maximize profit. Therefore, if a confusion matrix is utilized as an evaluation 

measure, the results may differ from those obtained using the ROC AUC 

metric. 
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Table 26 Accuracy comparison of previous research 

 Baesens 

(2003) 

Peng 

et al 

(2011) 

Bao 

et al 

2019 

Nabende 

& 

Senfuma, 

2019 

Vieira 

et al 

(2019) 

Fan 

2020 

Tepy 

et al 

(2020) 

SVM 0.797 0.83 0.914  0.924 0.774 0.788 

Decision 

trees 

0.77 0.817 0.842  0.888  0.765 

K-NN 0.782 0.802 0.904 0.932   0.765 

Logistic 

regression 

0.793 0.853 0.855 0.903 0.921 0.701 0.791 

SGD    0.921    

 

 

5.2 Summary  

 

Our research question is as follows: 

  

” For a chosen set of machine learning algorithms, which algorithm 

demonstrates the best performance in loan eligibility classification prediction 

with regards to several model evaluation metrics?” 

 

As mentioned in chapter 4, Support Vector Machine and Logistic Regression 

yielded the best results in terms of accuracy, precision, and recall for our data. 

Support Vector Machine has a better potential to be accurate but also has its 

limitations. On the other hand, Logistic Regression is very user-friendly, easy 

to implement and interpret, and does not require any specific tuning.  
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We would argue that our results are quite similar to other related work within 

the same topic. According to Turiel and Aste (Turiel & Aste, 2020), and Tepy 

and Polena (Tepy & Polena 2020) their best loan approval prediction model 

was Logistic Regression based on its excellent characteristics as a binary 

classifier. When investigating table 26, where we illustrate the accuracy scores 

of the mentioned related work, we can see a strong and clear consistency that 

Support Vector Machine and Logistic Regression performs best, compared to 

the other algorithms.  

 

Our accuracies, precisions and recalls generally had very good measures 

throughout this study. When compared to the related studies, we can see that 

our model performance generally outperforms the other scores. This doesn't 

necessarily tell us that our models are better, with more accurate tuning and 

testing. It might boil down to the differences within each dataset, or that we 

utilize different techniques when it comes to pre-processing, tuning, and 

testing. Every performance measure is relative to the data available, baseline 

model, and tuning techniques. In conclusion, we would argue that the logistic 

regression model is overall best in this specific situation because of its 

flexibility and user-friendliness. A Support Vector Machine can outperform the 

logistic regression algorithm, but it requires more work as well.  

 

5.2 Impact on the banking industry 

 

The implementation of machine learning algorithms regarding loan eligibility 

can have a significant effect on the banking industry. The algorithms can 

reduce the staff of loan officers for banks, which lower their cost. Many 

countries such as the US, Singapore, and China have already started using AI 

to determine creditworthiness and streamline the loan process (Faggella, 2020), 

which increases the competition in the banking industry. Furthermore, the 

algorithms can help banking institutions reduce their risk. With more 

personalized loans, the business and clients can get loan approvals based on 

their whole financial and personal situation, not just the standard loan-to-value 

ratio and/or debt-to-income ratio, which will reduce loan defaults. For 
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example, Amazon saves a huge amount of data on what products are sold, 

customer's reviews on those products, the economic status of the businesses 

which make those products, and the likely future demand for these products. 

This information uses Amazon machine learning models to predict which 

companies they should offer loans to (Faggella, 2020). 

 

5.3 Further research 

The research presented in this thesis could serve as a good starting place for 

further investigation into loan eligibility. A deeper analysis of the variables 

used in the models as well as creating additional variables can improve the 

prediction of the models. Furthermore, other models could be added, such as 

neural network algorithms, which have proven good performance in default 

prediction. However, the data accessible in this thesis has some limitations 

regarding the number of years covered by the data. In addition, customers' 

behavior may influence the results of this research since customers in a 

specific location could have different spending habits than customers in other 

locations. Another approach that can be applied is if there's data available for 

more extended periods and broader geography of clients, it would be 

interesting to implement macroeconomic variables, leading to new insights 

into the factors that influence loan eligibility and which machine learning 

methods are best for this problem. 

Furthermore, it would be interesting to research which performance metrics are 

the most helpful for this type of issue. A cost-sensitive classification model is 

another option for implementation, Where the model gives different costs to 

misclassifying loan approvals. For example, the model penalizes incorrectly 

classifying a loan acceptance higher than incorrectly classifying a loan 

rejection. It would also be interesting to make the cost of misclassifying loans 

from clients with higher credit ratings more expensive than loans from lower 

ratings because customers with higher credit ratings usually take bigger loans 

and are riskier for the bank. This implementation could lower the overall risk 

and possibly increase the models' performance. Moreover, it would be 
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interesting to analyze which features are the most important when it comes to 

predicting loan approvals.  
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