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Privacy and smart speakers: A multi-dimensional approach

Christoph Lutz and Gemma Newlands

Department of Communication and Culture, Nordic Centre for Internet and Society, BI Norwegian Business School, Oslo, Norway

ABSTRACT
Over the last few years, smart speakers such as Amazon Echo and Google Home have
become increasingly present within British households. Yet, privacy remains a prominent
concern in the public discourse about smart speakers, as well as in the nascent academic lit-
erature. We argue that privacy in the context of smart speakers is more complex than in
other settings due to smart speakers’ specific technological affordances and also the axial
relationships between users, the device, device manufacturers, application developers, and
other third parties such as moderation contractors and data brokers. With survey data from
Amazon Echo and Google Home users in the UK, we explore users’ privacy concerns and
privacy protection behaviors related to smart speakers. We rely on a contextual understand-
ing of privacy, assessing the prevalence of seven distinct privacy concern types as well as
three privacy protection behaviors. The results indicate that concerns about third parties,
such as contractors listening to smart speaker recordings, are most pronounced. Privacy pro-
tection behaviors are uncommon but partly affected by privacy concerns and motives such
as social presence and utilitarian benefits. Taken together, our research paints a picture of
privacy pragmatism or privacy cynicism among smart speaker users.
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Introduction

Smart speakers are voice-controlled mobile devices
which use artificial intelligence (AI) and natural lan-
guage processing to facilitate a variety of functional
and hedonic tasks, such as playing music, setting
reminders, and retrieving information (Lau,
Zimmerman, and Schaub 2018). Normally located in
the home and sometimes embedded within a larger
“smart home” ecosystem, smart speakers are quickly
becoming mainstream. Adoption statistics for the
United States show that 66 million units had been
sold as of December 2018, with Amazon Alexa-
enabled products, such as the Amazon Echo, as the
clear market leaders (70% market share) (Feiner
2019). Trailing behind are Google Assistant-enabled
products (24%) and Apple Siri-enabled products (6%).
Although smart speakers entered the UK market later,
the adoption trend is similar, with a 20% adoption
rate as of 2019 (Ofcom 2019).

While smart speakers have enjoyed rapid uptake
among consumers, research has only started to investi-
gate this technology (Hoy 2018; Smith 2020). Much of

the early research has been published in the fields of
computer science and human-computer interaction
(Feng, Fawaz, and Shin 2017; Geeng and Roesner 2019;
Lau, Zimmerman, and Schaub 2018; Luger and Sellen
2016; Malkin et al. 2019; Zheng et al. 2018), with only
limited discussion in the social sciences (Brause and
Blank 2020; Pridmore et al. 2019). Recent human-
machine communication research, however, has quickly
advanced our understanding of communication modal-
ities with smart speakers and other non-embodied vir-
tual personal assistants (Guzman 2017, 2019).

One important aspect that has received substantial
attention in the media and academic literature is user
privacy (Alepis and Patsakis 2017; Liao et al. 2019).
When operational, smart speakers remain in a con-
tinuous listening-mode, awaiting audio recognition of
a designated “wake-word” to activate and begin inter-
acting with the user. Because activation of the smart
speaker also commences a transmission of live audio
data across Wi-Fi to the company (e.g., Amazon) for
processing and storage, this “always on” mentality
raises privacy risks for users (Liao et al. 2019). Indeed,
prior research has identified microphones as one of
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the most intrusive sensor categories in home contexts
(Bugeja, Jacobsson, and Davidsson 2016).

Martin and Shilton (2016) argue for a fine-grained,
contextual approach to privacy in the context of
mobile devices. However, existing research around
smart speakers continues to adopt an undifferentiated
view of privacy that fails to do justice to the relational
nature of the technology, embedded as smart speakers
are within a varied stakeholder network. In our study,
we therefore use a contextual and multi-axial under-
standing of privacy, distinguishing seven privacy
concern modalities, based on seven distinct user-
stakeholder relationships. This aligns with the existing
framework separating social and institutional privacy
concerns (Raynes-Goldie 2010; Young and Quan-
Haase 2013). Three of the proposed privacy modalities
relate to social privacy: privacy concerns about house-
hold members; privacy concerns about strangers (e.g.,
hackers); and privacy concerns about the smart
speaker itself as a social agent. The remaining four
types relate to institutional privacy: privacy concerns
about the company, namely Amazon or Google; priv-
acy concerns about contractors who analyze the voice
recordings; privacy concerns about third party app/
skill developers; and privacy concerns about the gov-
ernment. In adopting this differentiated understanding
of privacy concerns, we are able to compare how each
privacy modality affects privacy protection behavior in
variegated ways. The article further engages with
Nissenbaum’s (2004, 2010) privacy as contextual
integrity theory. While developed in relation to public
surveillance and in a time of less technology-satur-
ation, the theory, and especially its core concepts of
norms of appropriateness and norms of flow, offers a
fruitful approach to the study of smart speakers.

Our analysis suggests that institutional concerns,
particularly about contractors and third party develop-
ers, are most pronounced. At the same time, privacy
protection behavior is largely absent, with few users
engaging regularly in technical, data-related, or social
forms of privacy protection. Nevertheless, certain priv-
acy concerns are significantly and positively associated
with privacy protection behavior, partly refuting the
notion of the privacy paradox.

Our study makes several contributions to user-cen-
tered research on AI within a media and communica-
tion perspective. The inclusion of previously
overlooked relational dynamics, such as privacy con-
cerns about household members and contractors, adds
nuance to privacy scholarship in the context of emerg-
ing technologies. It also offers originality by

integrating affordances and privacy as contextual
integrity perspectives.

In the remainder of the article, we first provide a
literature review of privacy in the context of smart
speakers. We approach the literature review from a
phenomenological perspective first, before introducing
privacy as contextual integrity theory as a useful lens
to study privacy issues surrounding smart speakers.
We then discuss the methodology and data collection,
including an overview of the sample, measures, and
analytical procedure. This is followed by a presenta-
tion of descriptive and inferential results. Finally, we
contextualize the findings within the privacy and
human-machine communication literature, show their
implications, and point to limitations of our approach.

Literature review: Privacy concerns in the
context of smart speakers

Several studies have looked at privacy in the context
of intelligent assistants and smart speakers. Users can
engage with intelligent assistants, such as Alexa or
Siri, in multiple locations and in diverse ways
(Guzman 2019, 2020). From an affordances perspec-
tive (Evans et al. 2017), whereby affordances are pos-
sibilities for action emerging from the relational
structure between a technology and the user, intelli-
gent assistants enable interactivity, searchability, and
recordability. Being accessible via a smartphone, users
can maintain continuous, unimpeded access to the
intelligent assistant’s functions, such as search, music
playback, and calendar maintenance. However, access-
ing the intelligent assistant via a smartphone is pur-
poseful; users must choose to engage with the
assistant and manually activate it through clicking the
“home” button or through the smartphone applica-
tion. By contrast, smart speakers are embodied mater-
ial devices, usually placed in a particular location and
often within the home. As opposed to requiring man-
ual activation, smart speakers remain in a continuous
listening-mode, awaiting audio recognition of a desig-
nated “wake-word”.

McLean and Osei-Frimpong (2019) found that
privacy risks serve as a moderator, weakening the
relationships between motives and reported use.
However, they did not consider the prevalence of dif-
ferent types of privacy concerns and their measure-
ment of perceived privacy risks conflated different
aspects of privacy. Further, they did not clearly differ-
entiate between privacy risks of the device itself, the
manufacturer (Amazon), third parties, other users, or
additional stakeholders. A more sophisticated
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understanding of privacy is developed by Manikonda,
Deotale, and Kambhampati (2018). Based on online
reviews and a survey of Amazon Echo and Google
Home users, as well as former users, they distin-
guished seven privacy themes: hacking, collection of
personal information, recording private conversations,
listening 24/7, respecting the users’ privacy, data stor-
age repository, and creepy nature. In their results,
they report that Amazon Echo users were more con-
cerned about privacy than Google Home users, with
roughly two thirds of Amazon Echo users reporting
privacy concerns. While this research offers a more
differentiated understanding of privacy, it remains
descriptive and is not motivated by privacy theory.
Liao et al. (2019) conducted a survey of 1160 intelli-
gent assistant users and non-users to study the moti-
vations for use, privacy concerns, and trust. Using a
social contract theory lens (Martin 2012, 2016a), they
differentiate smartphone-based intelligent assistants
(e.g., Apple Siri) from home-based intelligent assis-
tants (i.e., smart speakers such as Amazon Echo).
Users of both types showed fewer privacy concerns
than non-users. While their study advances our
understanding of privacy and smart speakers by intro-
ducing the social contract theory lens, the prevalence
and predictors of privacy protection behaviors are
not explored.

In effect, researchers to date had an undifferenti-
ated view of privacy that fails to do justice to the mul-
tiple stakeholders involved in smart speaker
ecosystems. In our study, we therefore rely on a con-
textual and multi-axial understanding of privacy, dis-
tinguishing seven privacy concern modalities. This
approach aligns with the existing research separating
social and institutional privacy concerns (Raynes-
Goldie 2010; Young and Quan-Haase 2013) and
approaches privacy from a contextual integrity per-
spective (Nissenbaum 2004).

Three of the proposed privacy modalities relate to
social privacy.

Smart speaker as a social agent: Firstly, we consider
privacy concerns about the smart speaker itself as a
social agent. Increasingly, artificial companions and
social robots are imbued with social agency and users
can develop relationships with the device
(Pfadenhauer 2015). As per the computers are social
actors (CASA) paradigm, humans ascribe human
traits to computers and AI (Nass, Steuer, and Tauber
1994; Nass and Moon 2000; Reeves and Nass 1996).
Moreover, because of the smart speaker’s presence in
the home, users also domesticate smart speakers,
developing a rapport and using it for a variety of

practical and hedonic tasks (Brause and Blank 2020).
Smart speakers are different from other interactive
technologies, such as video games or online browsing,
in that users primarily interact through natural-
language voice-based commands, mirroring human-
to-human communication (Guzman 2017). Although
the smart speaker is only one of many potential
“homes” for the disembodied intelligent assistant,
users frequently conflate the intelligent assistant and
the device. Amazon Echo, the material smart speaker,
is often thought of as being “Alexa”, anthropomorph-
ized and attributed with social presence (Foehr and
Germelmann 2020; Guzman 2017).

Household members: Privacy intrusion has been
documented within the home, on a more personal
level. Smart speakers could be used to track and sur-
veil other household members, since all conversations
with the smart speaker are logged by default and can
be accessed by the account holder of the device.
While smart speakers can be useful tools for parental
oversight of young children, for instance, ensuring
that they are not accessing age-inappropriate material,
the surveillance affordances can also reinforce domes-
tic power imbalances in the form of technological
intimate partner violence (Geeng and Roesner 2019).
For example, domestic abusers can monitor the move-
ments, search activity, and conversations of their vic-
tims through smart speakers (Lopez-Neira et al. 2019).
This issue is compounded in cases of unilateral con-
trol over connected smart-home systems, such as door
locks, lights, or heating systems.

Strangers: Research has shown that smart speakers
have security vulnerabilities which hackers can exploit
(Chung, Park, and Lee 2017). Although the likelihood
of malicious actors accessing an individual smart
speaker is low, cases of Echo recordings being acci-
dentally played to strangers have made headlines
(Ingber 2018; Wamsley 2018). Consequently, smart
speaker users face the possibility that their data may
be accessed by unknown third parties. As smart
speakers become more connected with other smart
home devices, such as doorbells or locks, possibility of
hacking will only increase.

The remaining four types relate to institu-
tional privacy:

Company: In line with comprehensive dataveillance
strategies of parent companies, data from Amazon
Alexa and Google Home accounts can be used for
profiling (B€uchi et al. 2020; Hildebrandt 2008) and
the provision of targeted advertisements. In this sense,
data collected through smart speakers can be com-
bined with data from other sources, creating fine-
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grained user profiles which are valuable and monetiz-
able within the larger eco-system of the manufac-
turers’ offerings. Pridmore et al. (2019), for instance,
discuss how dataveillance serves different purposes
depending on the company’s business model. For
Google, dataveillance through Google Home leads to
more sophisticated and streamlined targeted advertis-
ing. For Amazon, the integration with its shopping
platform seems key. Indeed, as individuals increasingly
use voice-based search to peruse and purchase prod-
ucts, Amazon’s stranglehold over the market will only
grow. Meanwhile, concern about Internet companies
may be mitigated by persistent misconceptions about
companies’ privacy policies (Turow, Hennessy, and
Draper 2018) and the social pressure of using services
such as Google, Facebook, and Amazon (Lutz,
Hoffmann, and Ranzini 2020).

Contractors: Data extracted from smart speakers is
subject to human audit by third party contractors,
who listen to recordings in order to improve the sys-
tem (Day, Turner, and Drozdiak 2019a, 2019b). The
privacy implications of personal conversations and
sensitive information being heard by unknown indi-
viduals is already evident, especially since the human
contractors are hidden from the end-user by add-
itional institutional layers. Not employed directly by
the parent company, these contractors reflect the
messy ecosystem of data handling. Yet, audio record-
ings have been shown to be sometimes subject to
mockery by these contractors, raising concerns about
the sensitivity and professionalism of the invisible
“listening ear” (Estes 2018, 2019). This type of privacy
violation might be particularly problematic given that
it violates norms of flow (Nissenbaum 2004). Within
the framework of contextual integrity, Nissenbaum
(2004) differentiates norms of appropriateness and
norms of flow. The first set of norms pertain to what
type of information is appropriate to be disclosed in a
given context, while the second set of norms pertain
to whom information should be distributed to. While
there might be few limits in terms of what is inappro-
priate to reveal to a smart speaker, violations in the
norms of flow could be particularly serious priv-
acy breaches.

Privacy concerns about third party app/skill devel-
opers: Similar to apps for smart phones and tablets,
third parties can develop so-called “skills” (Amazon)
or “apps” (Google) that enhance the user experience
of smart speakers. Skills/apps may include credit-card
balance checks, food delivery, or bedtime stories for
children. They can also be integrated with additional
devices, such as smart home systems or fitness

trackers. Yet, in order to access such additional skills/
apps, smart speaker data is often collected and shared
with these developers. Indeed, handing usage data or
recordings over to developers is sometimes the hidden
cost for greater functionality. External developers
often act as an entry point in the supply chain of cus-
tomer data to data brokers (Martin 2016b). Indeed,
the Cambridge Analytica scandal has shown that the
data eco-system can be leaky and third party develop-
ers might not always have the best intentions. Given
the sensitive nature of data collected by smart speak-
ers, data breaches through third party developers
could be particularly problematic.

Government: A key and growing concern is the
involvement of smart speakers with the wider govern-
mental and law enforcement system. Although smart
speaker data flows operate worldwide, individual
smart speaker data can be used in local courts (Lieber
2018). A US court case, for instance, shows that smart
speaker data is subject to subpoena, raising concerns
about how government and law enforcement could
gain access to intimate and private recordings (Buhr
2016). Moreover, in more authoritarian regimes, the
potential mass collection of data from “within the
home” about personal habits, behaviors, and conversa-
tions, cannot be overlooked. To assess the prevalence
of different privacy concern types, we ask the follow-
ing research question.

RQ 1: To what extent do users of smart speakers have
different privacy concern types?

We address this research question guided by
Nissenbaum’s theory of privacy as contextual integrity.
Nissenbaum (2004) developed this theory in response
to inadequate privacy policies and frameworks for
addressing issues related to public surveillance in the
United States. Existing privacy rationales in the US
centered on three main principles: protection of the
individual from government intrusion (e.g., protection
from unwarranted search), protection of sensitive
information (e.g., health data is considered sensitive
data and protected by special regulation), and protec-
tion of the home as a sacred place. Public surveillance
challenges these principles, as it “typically involves a
new technology, or a newly developed application of
entrenched technology that expands the capacity to
observe people; gather information about them; and
process, analyze, retrieve, and disseminate it” (133-
134). The existing principles are not sufficiently
equipped to deal with public surveillance and tend to
neglect public surveillance as a privacy problem.

Nissenbaum’s (2004) theory takes different social
spheres to be characterized by different information
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norms. The norms of appropriateness and flow are
particularly important and contextual integrity is
upheld when both norms are maintained in a given
context. Norms of appropriateness establish which
types of information are acceptable to be shared in a
given context. Violations of these norms can occur
when contextually inappropriate information is dis-
closed or asked for, for example, when a teacher asks
students about their sexual orientations. Norms of
flow establish how information would be shared
appropriately, involving elements such as free choice,
discretion, confidentiality, need, entitlement, and obli-
gation. Violations of the norms of flow can occur
when information is unduly used in a different con-
text, for example, when a doctor reveals the medical
condition of a patient to her neighbor. Nissenbaum
(2010) later identified five parameters that characterize
information flows in a given context: sender, recipient,
attribute/information type, subject, and transmis-
sion principle.

Following this theory, Apthorpe et al. (2018), in
their study on smart home devices, tested the users’
perceptions of 3840 information flow scenarios. They
found that users perceived certain configurations (e.g.,
fitness tracker sending audio data) as more severe vio-
lations of contextual integrity than others. The least
acceptable recipients were government intelligence
agencies, the owner’s social media account, and
Internet service providers. Security cameras and
refrigerators were the least acceptable senders.
Consent and emergency situations emerged as the
transmission principles that affected acceptability most
strongly and positively. In general, Apthorpe et al.
(2018) found that “the average survey respondent still
views information flows from smart home devices to
recipients outside of the home as generally unaccept-
able unless the device owner has specifically granted
consent” (2).

As a relatively static device, information flows of
smart speakers remain consistent in terms of (domes-
tic) context, but they vary in the specific parameters
laid out by Nissenbaum (2010). Due to the multi-dir-
ectional nature of data flow from the smart speaker,
the recipient and – partly – the transmission principle
can vary, with multiple recipients receiving data sim-
ultaneously. This suggests that contextual integrity
could be violated in some modalities and not others,
particularly since the user’s awareness of the recipient
and consent may differ among each of the
five parameters.

Rather than smart speakers maintaining consistent
privacy norms, it is thus important to explore whether

and how these norms shift based on the potential
recipient of data.

The privacy paradox speaks to the divergence
between people’s privacy attitudes and privacy behav-
ior (Barnes 2006). The most common explanation for
the occurrence of this paradox is the privacy calculus,
where users weigh the benefits of using a technology
against its privacy risks (Dinev and Hart 2006).
However, the privacy calculus has been criticized from
various angles (Hoffmann, Lutz, and Ranzini 2016)
and alternative approaches exist1 (Kokolakis 2017).
From an empirical perspective, the findings on the
privacy paradox are inconclusive; privacy concerns
seem to have a small effect on privacy behavior
(Baruh, Secinti, and Cemalcilar 2017). In order to
examine the relationship of privacy concerns with
privacy protection behavior, we pursue our second
research question.

RQ 2: How do different privacy concern types relate to
privacy protection behavior?

Following the privacy paradox literature and
emerging research on use modalities and benefits of
smart speakers (Brause and Blank 2020; Foehr and
Germelmann 2020; Liao et al. 2019; McLean 2019), we
also consider motives for smart speaker use. In their
investigation of Amazon Echo users in the UK,
McLean and Osei-Frimpong (2019) identified five
benefits: utilitarian, hedonic, symbolic, social presence,
and social attraction. They find that social benefits
had the strongest effect on usage. Utilitarian
benefits also had a pronounced effect, but the other
benefits (hedonic and symbolic) had only a weak
influence on usage. While desired benefits increase
the likelihood of using smart speakers, privacy protec-
tion behaviors (PPB) may limit users from enjoying
the smart speaker’s full technical and practical func-
tionality. For instance, if users regularly curate their
Alexa or Google Assistant data traces, the smart
speaker would lose some of its personalization power.
Thus, highly motivated users may have a stronger
propensity to forgo certain privacy protections in
order to be able to make use of the smart speaker’s
full functionality. Given the exploratory nature of our
research design, we formulate a research question
rather than a hypothesis.

RQ 3: How do use motives impact privacy
protection behavior?

Use frequency could affect the likelihood of privacy
protection behavior. Smart speakers are mostly
employed in people’s homes, thus entering the domes-
tic sphere (Brause and Blank 2020; Foehr and
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Germelmann 2020). As seen with other media devices,
users integrate smart speakers into everyday life in a
gradual process of domestication (Quandt and von
Pape 2010). Following this logic and adopting a
habituation lens, the more users interact with smart
speakers, the more they might want to rely on the full
functionality of the technology and the more they
take it for granted. We thereby formulate our fourth
research question.

RQ 4: How does use frequency impact privacy
protection behavior?

Social influence, also referred to as subjective
norms, describes the “perceived social pressure to per-
form or not to perform the behavior” (Ajzen 1991,
188). In the case of smart speakers, social influence
refers to the social environment’s role in fostering
smart speaker use, rather than fostering privacy pro-
tection behavior. The more friends, family, and col-
leagues encourage and support smart speaker use, the
more comfortable users feel in using it. Since privacy
protection behavior might be seen as a form of dis-
ruption of routines, a negative relationship between
social influence and privacy protection behavior could
emerge. However, a positive relationship would also
be possible, namely if users live in a social milieu that
encourages trying out new technologies but also val-
ues privacy protection. We thereby formulate our fifth
research question.

RQ 5: How does social influence impact privacy
protection behavior?

Finally, we include Internet skills as a variable of
interest. Internet skills have been shown to affect priv-
acy protection behavior in general online settings
(B€uchi, Just, and Latzer 2017), as they “enable users to
reduce risks of privacy loss while obtaining the bene-
fits from online activities that increasingly depend on
the revelation of personal data” (1261). However, the
role of Internet skills in affecting online privacy pro-
tection behavior has not been investigated in the con-
text of smart speakers and we thereby formulate our
last research question, an open-ended one.

RQ 6: How do Internet skills affect privacy
protection behavior?

Methods

Data collection

We conducted an online survey of smart speaker users
in the United Kingdom. We used Prolific to recruit
the respondents, as it enabled screening of

participants based on smart speaker ownership. It also
ensured good data quality, user friendliness, and eth-
ical participant remuneration (Palan and Schitter
2018). The survey was launched in late October 2019
and sampled 375 individuals. Eight respondents were
removed because their responses had missing values
on all or most variables or were incorrectly screened
into the survey (i.e., they did not use a smart speaker
or had not used one in the past), resulting in a sample
size of 367. Participants were 36 years old on average
(median 34; SD ¼ 12; range from 18 to 72), indicating
a young to middle-aged profile. Two hundred and
fourteen respondents (58.3%) reported being female,
152 (41.4%) being male, and one respondent chose
(0.3%) “other.” Thus, our sample has an overrepresen-
tation of individuals reporting being female. In terms
of education, the sample was highly educated, with
57.5% of respondents having completed a tertiary
qualification (42.8% bachelor’s, 12.0% master’s, and
2.7% doctorate or higher (where “higher” could refer
to a habilitation or second doctorate). 9.3% reported
having an apprenticeship or other vocational training
as their highest level of education, 24.0% have com-
pleted upper secondary school (A levels or equiva-
lent), and 9.3% lower secondary school (GCSEs
or equivalent).

Measures

All respondents answered a series of demographic
questions, followed by a six item scale on Internet
skills (Hargittai 2005, 2009; Cronbach’s a¼ 0.88).
These items were included because Internet skills have
been shown to affect privacy protection behavior in
general online settings (B€uchi, Just, and Latzer 2017).
Participants were filtered into different survey
branches depending on their answer to a question
about which smart speaker they use. If they used mul-
tiple smart speakers, we asked them to select the most
frequently used model: Amazon Alexa-enabled
products (i.e., Amazon Echo, Echo Dot), Google
Assistant-enabled products (i.e., Google Home), Apple
Siri-enabled products (i.e., Apple HomePod), and
Other. The questions for Amazon Echo users, Google
Home users, and Apple HomePod users were identi-
cal, except for the wording about the smart speaker
the respondent was using. Respondents who used a
smart speaker in the past but did not do so anymore
were branched into an ex-user category and were pro-
vided with questions about why they stopped using
the smart speaker.
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Smart speaker users were asked about their motives
for using the smart speaker, based on an existing scale
(McLean and Osei-Frimpong 2019). This scale has 18
items and five dimensions in its original version: utili-
tarian, hedonic, symbolic, social presence, and social
attraction. The scale was adjusted (see below in
Exploratory Results) and Table A1 in the Appendix
shows the items and dimensionality.

Four items on social influence were included based
on Venkatesh et al. (2003; see Table A1 in the
Appendix). This scale had a Cronbach’s a of 0.78.

Sixteen items on privacy protection behavior (Table
1) and an open text box on other privacy protection
strategies initiated the privacy-related section of the
survey. This was followed by question blocks on the
seven privacy types mentioned above. Each privacy
type was measured with between four and eight items.
A full list of the privacy concern items is included in
Table A1 in the Appendix. The scales showed good
internal consistency with Cronbach’s a values ranging
from 0.88 to 0.96. For privacy concern items, 1 indi-
cates “No concern at all”, 2 “Low concern”, 3
“Moderate concern”, 4 “High concern”, and 5 “Very
high concern”. The question prompt for all privacy
concern items was: “How concerned are you about the
following privacy risks?” For behavioral items (e.g.,
privacy protection behaviors), the frequencies ranged
from 1 “Never”, to 5 “Very often”. Unless otherwise
specified, all other items used 1-5 Likert scales, where
1 indicates “Strongly disagree” and 5 indicates
“Strongly agree”.

Data analysis

We used a combination of descriptive, exploratory,
and inferential approaches to analyze the data quanti-
tatively. This included exploratory factor analysis
(EFA) and linear regression analysis. All analyses were
conducted with IBM SPSS Statistics (v.25), except for
the regression, where we used Stata (v.15). For the
EFA of privacy protection behaviors, we used princi-
pal axis factoring with Promax rotation and the
Kaiser criterion. Principal axis factoring, and thus an
EFA rather than a principal component analysis
approach, was chosen because we assumed that the
items would build relatively concise factors that follow
existing research (Brown 2009a). Promax rotation was
chosen because we preferred an oblique over an
orthogonal approach, assuming that the dimensions
would be substantially correlated (Brown 2009b).
Finally, the Kaiser criterion was chosen because it is
conventionally used (Brown 2009c). The EFA showed

a good fit to the data, with a KMO value of 0.87, cor-
responding to a “meritorious” solution (Kaiser 1974).
For the linear regression, we used robust standard
errors to account for potential heteroscedasticity in
the data. We also checked for multicollinearity but the
largest variance inflation factor was 3.27 (for third
party privacy concerns), suggesting the absence of
severe multicollinearity.

Results

Descriptive and exploratory results

Of the 367 respondents, 263 reported using an
Amazon Echo (72%), 73 a Google Home (20%), 12 an
Apple HomePod (3%), and 3 (1%) another speaker
(all of whom indicated that they used a Sonos). The
remaining 16 respondents (4%) were ex-users. These
numbers correspond with a representative survey by
YouGov (Feldman 2018), which showed that among
the one in ten UK adults who own a smart speaker,
Amazon is the dominant brand (69%), followed by
Google (19%), Sonos (5%), Apple (1%), and other
(2%). In the following, we focus on the Amazon Echo
and Google Home group (n¼ 336) due to the small
number of Apple HomePod and Sonos users in
our sample.

RQ1 asked to what extent different privacy con-
cerns were present among users of smart speakers.
Figure 1 displays the arithmetic means of the seven
privacy concerns dimensions for Amazon Echo and
Google Home users.

While users overall report low to moderate levels
of concern about their privacy, we can identify varia-
tions in level of concern based on the relational
dimension. Users demonstrate the least concern about
issues of social privacy, with concerns about other
household members (M¼ 1.69/1.78; SD ¼ 1.00/1.10)
ranking the lowest of all types. Users report relatively
higher concerns about institutional privacy issues,
where concerns about contractors (M¼ 3.14/2.93; SD
¼ 1.32/1.37) and third party developers (M¼ 3.14/
3.15; SD ¼ 1.30/1.15) accessing their smart speaker
data rank the highest. On a more fine-grained level,
responses for the item “Amazon/Google contractors lis-
tening to my private conversations” (M¼ 3.44/3.11; SD
¼ 1.28/1.31) showed the highest level of concern. We
used t-tests to compare the arithmetic means of the
seven privacy concerns types between Amazon Echo
and Google Home respondents. However, none of the
differences were statistically significant. The insignifi-
cant results suggest that Amazon Echo and Google

THE INFORMATION SOCIETY 7



Home devices are perceived similarly in terms of priv-
acy threats.

Turning to privacy protection behavior, Table 1
shows that the EFA of the privacy protection behavior
items yielded three distinct factors.

The first factor (Cronbach’s a ¼ 0.87) has six
items that describe technical privacy protection
behavior (TPPB). Items include turning the smart
speaker off, unplugging it, muting it and covering
the smart speaker. The second factor (Cronbach’s a
¼ 0.89) has five items that describe data privacy
protection behavior (DPPB). The items describe
interventions users perform after interacting with the
smart speaker for the purpose of protecting their
data. Items include reviewing smart speaker record-
ings, deleting smart speaker recordings, and changing
the account password. The third factor (Cronbach’s
a ¼ 0.82) has five items that describe social privacy
protection behavior (SPPB). Items include speaking
quietly around the smart speaker and avoiding talk-
ing about sensitive topics around the smart speaker.
The factors are moderately correlated with each
other: 0.36 (p< 0.001) between TPPB and DPPB,
0.55 (p< 0.001) between TPBB and SPPB, and 0.53
(p< 0.001) between DPPB and SPPB. All three priv-
acy protection behavior factors show low prevalence,
with arithmetic mean values of 1.76 (SD ¼ 1.16) for
TPPB, 1.64 (SD ¼ 0.92) for DPPB, and 1.44 (SD ¼
0.88) for SPPB. Thus, users tend to perform privacy
protection behaviors to a very limited extent. Among
the individual items, turning off the smart speaker
when not using it (M¼ 2.13, SD ¼ 1.42) is reported
as the most frequent activity and the only one that
has an arithmetic mean larger than 2.00. Very few
users report covering the smart speaker microphone
(M¼ 1.31, SD ¼ 0.75), giving misleading information
to the smart speaker (1.35, SD ¼ 0.74), and

moderating their language around the smart speaker
(M¼ 1.36, SD ¼ 0.78).

EFA was also used to check the dimensionality of
the motives. Unlike McLean and Osei-Frimpong
(2019), we found four dimensions and had to exclude
one item due to low loadings (“I think the Amazon
Echo/Google Home could be a friend of mine.”). We
could not extract their social attraction dimensions.
The two remaining items from that dimension (“I
have a good time with the Amazon Echo/Google
Home.” and “I would like to spend more time with the
Amazon Echo/Google Home.”) fell into the hedonic
dimension. Overall, the EFA revealed the following
motives dimensions: utilitarian (4 items; Cronbach’s a
¼ 0.89; arithmetic mean across all items ¼ 3.71; SD
¼ 0.94); symbolic (4 items; Cronbach’s a ¼ 0.89;
arithmetic mean across all items ¼ 2.02; SD ¼ 1.10);
social presence (4 items; Cronbach’s a ¼ 0.87; arith-
metic mean across all items ¼ 2.34; SD ¼ 1.21); and
hedonic (5 items; Cronbach’s a ¼ 0.82; arithmetic
mean across all items ¼ 3.52; SD ¼ 0.94). Table A1
in the Appendix shows the full scale.

Explanatory results

RQ2 asked how privacy concerns impact privacy pro-
tection behaviors among smart speaker users. To
address this research question, we report the results of
the linear regression analysis. The three privacy pro-
tection behavior factors identified in the previous sec-
tion served as the dependent variables. The seven
privacy concern factors served as the key independent
variables. Motives, use frequency, social influence, and
Internet skills are also included as antecedents, follow-
ing RQ3-RQ6. In addition, we included demographic
variables (age, gender, education, household size,

Table 1. Exploratory factors analysis of privacy protection behavior.
Technical Data Social

Turning off the smart speaker when not using it .951 -.002 -.233
Unplugging the smart speaker when not using it .940 -.004 -.190
Unplugging the smart speaker when having serious/private conversations .836 -.043 .146
Turning off the smart speaker when having serious/private conversations .820 -.029 .163
Muting the smart speaker .452 .143 .135
Covering the smart speaker microphone .430 .194 .147
Reviewing the privacy settings of your Amazon Alexa/Google/Apple account -.049 .891 -.002
Changing the privacy settings of your Amazon Alexa/Google/Apple account -.037 .884 .032
Reviewing your Amazon Alexa/Google/Apple recordings online .049 .854 -.129
Changing your Amazon Alexa/Google/Apple account password .061 .762 .011
Deleting your Amazon Alexa/Google/Apple recordings .042 .742 .044
Speaking quietly around the smart speaker -.102 -.088 .929
Giving misleading information to the smart speaker .029 -.104 .794
Moderating your language around the smart speaker -.157 .153 .765
Avoiding serious/private conversations around the smart speaker .357 -.070 .668
Restricting guest access to the smart speaker -.022 .289 .494

Note: n¼ 336
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income) as control variables. Table 2 shows the results
of the linear regression.

We find overall that privacy concerns have a lim-
ited influence on privacy protection behaviors.
Although contractor and third party privacy concerns
are the most prevalent among respondents, they do
not significantly influence privacy protection behav-
iors. The same is true for stranger privacy concerns.
However, of all types, institutional privacy concerns
have the strongest impact, with company privacy con-
cerns standing out as the key variable affecting the
first two forms of privacy protection behavior (TPPB
and DPPB). Among the social privacy concern types,
household member privacy concerns form the stron-
gest predictor across the privacy protection behavior
types. They positively affect data privacy protection
behavior (DPPB) and social privacy protection behav-
ior (SPPB).

RQ3 asked whether motives have a distinct effect
on the three privacy protection behavior dimensions.
We find that utilitarian motives curb TPPB and SPPB
but do not affect DPPB. Symbolic and social presence
motives increase SPPB but have no significant effect
on TPPB and DPPB. Finally, hedonic motives are
weakly but positively associated with TPPB and
DPPB. RQ4 asked whether frequency of use has a var-
ied effect on privacy protection behavior. We find
that it enhances TPBB and weakens SPPB but does

not significantly affect DPPB. RQ5 asked whether
social influence has a significant effect on any of the
privacy protection behavior dimensions. We find that
social influence does not have a significant effect on
any privacy protection behavior dimensions. RQ6
asked whether Internet skills affect privacy protection
behavior dimensions. We find that Internet skills
affect DPPB significantly and positively and have a
weak and positive effect on SPPB.

We are able to explain between 23% (TPPB, DPPB)
and 31% (SPPB) in the overall variance of the privacy
protection factors. Thus, we are better able to predict
the social elements of privacy protection behavior
than the technical and data-related ones.

Discussion

Summary and implications

Taken together, the descriptive findings point to dif-
ferentiated concerns and a general absence of privacy
protection behaviors among smart speaker users. We
find varied levels of concern depending on the source
of the privacy risk, though the findings may be
impacted by the perceived likeliness of each type of
privacy violation. This aligns with the theory of priv-
acy as contextual integrity and the conception of
norms of flow in particular (Nissenbaum 2004). While

Figure 1. Arithmetic means for seven privacy concern types.
Notes: 1-5 Likert scales; n Amazon Echo: 263; n Google Home: 73; errors bars¼ standard deviations; values above boxes¼ arith-
metic means for privacy concern type and smart speaker brand.

THE INFORMATION SOCIETY 9



users seem relatively unconcerned about privacy in
general (Liao et al. 2019), third party developers and
contractors evoke most concerns. This is in line with
research into contextual privacy norms of smart
speakers by Apthorpe et al. (2018), who find that
information flows to third parties not specifically
related to core device features are universally viewed
as privacy violations.

Generally, our participants worried more about
institutional privacy aspects than social aspects, con-
tradicting research in other contexts such as social
media (Raynes-Goldie 2010; Young and Quan-Haase
2013) but aligning with privacy research on more
affective technologies such as mobile dating and social
robots (Lutz and Ranzini 2017; Lutz and Tamo-
Larrieux 2020). While the risks of institutional privacy
infringement are frequently acknowledged in the
media (Day, Turner, and Drozdiak 2019a, 2019b;
Lieber 2018), creating visibility and awareness, smart
speaker users might not be aware of how other people
could abuse the smart speaker for privacy infringe-
ments. That household members evoked by far the
least privacy concerns also aligns with privacy as con-
textual integrity theory. Household members usually
have strong ties among themselves, often familial,
romantic or based on friendship (Office for National
Statistics 2019). According to Nissenbaum (2004, 141),
close relationships have “relatively few general norms
of appropriateness”. Thus, most information, includ-
ing sensitive information, can be disclosed without
violating norms of appropriateness, as long as it stays

within the confines of the household. The low values
of perceived privacy risks from other members can
stem from several sources. First, the respondents
might be confident that their other household mem-
bers would not abuse the smart speaker in a way to
infringe on their privacy, particularly if that confi-
dence is based on sole access to the user account.
Second, they think such an act would not be a viola-
tion of contextual integrity norms. Finally, smart
speakers tend to be located in shared spaces within
households, so that other household members are
likely to have heard some audio recorded by the
speaker, thus rendering interactions commonplace
rather than illicit. However, given reports of Amazon
Echo devices being used for domestic abuse (Chang
2018), the lower concern levels about household
members in our sample does not reflect that a minor-
ity of users might have serious and valid domestic
privacy concerns.

In terms of privacy protection behavior, we show
that such behaviors group into three distinct types:
technical, data-related, and social. Technical strategies
are quite pragmatic and include turning off the smart
speaker, unplugging it, and muting it. While these
measures seem straightforward, few users regularly
engage in them. For example, more than half of the
respondents (51%) never turn off the smart speaker
when not using it and almost three-fourths (72%)
never turn off the smart speaker when having serious/
private conversations. Data-related privacy protection
behaviors align with the information privacy literature
(Smith, Dinev, and Xu 2011) and include reviewing
and deleting the information collected by the speaker
and aggregated in the Amazon Alexa/Google/Apple
user profile. Again, few people engage frequently in
such activities and the overall prevalence is lower than
for technical privacy protection. Social privacy protec-
tion behaviors are the least pronounced. Few respond-
ents moderate their language around the smart
speaker and give misleading information to the
smart speaker.

Users also seem unconcerned about visitors and
guests being recorded. The low prevalence of social
privacy protection behavior points to domestication
and habituation, where smart speakers become a nor-
mal part of everyday life and the overarching surveil-
lance assemblage is neglected. However, our study
only includes users, who might have lowered concerns
and a more pragmatic approach to privacy than non-
users (Liao et al. 2019).

The regression showed how the privacy concern
types had a differentiated impact on the three privacy

Table 2. Linear regression of privacy protection behavior on
antecedents.

TPPB DPPB SPPB

Age �0.015 0.008 �0.044
Gender: Female �0.121� �0.030 �0.058
Education 0.047 0.128� �0.009
Household Size 0.008 0.069 �0.046
Income �0.100 �0.092 �0.026
Internet Skills 0.008 0.223��� 0.086þ

Frequency of Use 0.147� �0.052 �0.102�
Social Influence 0.002 �0.031 �0.019
Motives: Utilitarian �0.229��� 0.002 �0.156�
Motives: Symbolic 0.010 �0.035 0.154��
Motives: Social Presence 0.067 0.101 0.165��
Motives: Hedonic 0.114þ 0.099þ �0.046
Device Privacy Concerns 0.117þ 0.056 0.139þ

Household Member Privacy Concerns 0.034 0.178� 0.189�
Stranger Privacy Concerns 0.064 0.069 0.008
Company Privacy Concerns 0.228� 0.217� 0.172�
Contractor Privacy Concerns 0.020 �0.067 �0.012
Third Party Privacy Concerns �0.039 0.023 0.032
Government Privacy Concerns �0.087 �0.209�� �0.040
Constant 0.019 �0.380 0.466
R2 0.232 0.230 0.310

Notes: n¼ 332; TPPB¼ Technical privacy protection behavior, DPPB¼Data
privacy protection behavior, SPPB¼ Social privacy protection behavior;
standardized regression coefficients are displayed; ��� p< 0.001,�� p< 0.01, � p< 0.05, þ p< 0.010, no star¼ not statistically significant.
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protection behavior dimensions. Across all seven con-
cern types, company privacy concerns were the stron-
gest predictor, affecting all three protection behavior
dimensions significantly and positively. This could
indicate that individuals see the companies behind the
smart speaker (Amazon, Google, etc.) as main threats
when it comes to privacy and use the protection
behaviors to safeguard themselves. Users might recog-
nize that data from smart speakers is complemented
with other data these companies collect as part of
their business models (Pridmore et al. 2019).

Household privacy concerns had a significant and
positive effect on two of the three protection behaviors
(DPPB, SPPB). Thus, smart speaker users do transfer
their social privacy concerns to a certain extent into
behavior, but they do so more in data-related and
social ways than in technical ways2. Government priv-
acy concerns had a negative effect on DPPB, showing
that the more smart speaker users are concerned about
the government using data collected by the smart
speaker, the less they engage in protecting their data.
This could point to privacy pragmatism (Elueze and
Quaan-Haase 2018; Westin 2000), apathy (Hargittai
and Marwick 2016), fatigue (Choi, Park, and Jung
2018), or even cynicism (Hoffmann, Lutz, and Ranzini
2016; Lutz, Hoffmann, and Ranzini 2020).

Use motives (RQ3), use frequency (RQ4), social
influence (RQ5) and Internet skills (RQ6) all had dis-
tinct effects on the three types of privacy protection
behavior. Regarding RQ3, social presence motivations
fostered SPPB, while hedonic motivations weakly
enhanced TPPB and DPPB. Stressing the social and
hedonic roles of smart speakers more strongly could
make users reflect on their interaction and ramp up
their privacy protection. Human-robot interaction
research has shown how robots can be perceived as
eerie, and thus unlikable, when they are too similar to
humans (Mori, MacDorman, and Kageki 2012; Wang,
Lilienfeld, and Rochat 2015). However, less evidence
exists on disembodied (see Ciechanowski et al. 2019
for an exception on chatbots) and non-robot smart
technologies, such as smart speakers, and the uncanny
valley. Our findings suggest that users who score
higher on social presence (measured in a way that
captures the perceived similarity between the smart
speaker and a human) have higher levels of social
privacy protection. While we cannot say whether this
is due to an uncanny valley effect, such a tendency
seems plausible. Privacy advocates could therefore
focus on hyper-social and hyper-entertaining features
in awareness campaigns that sensitize users about the
privacy risks of this technology.

Frequency of use showed an inconsistent effect
across the three privacy protection behaviors (RQ4),
increasing TPBB, lowering SPPB, but not affecting
DPPB significantly. This could have to do with the
type of activities captured by TPPB vs. SPPB. While
TPBB involves engagement with the smart speaker
itself (e.g., turning it off, muting it), SPPB is more
about the (interaction) environment and aspects of
avoidance. Through frequent interaction with the
smart speaker, users habituate the device and integrate
it into their everyday routines (Brause and Blank
2020), thus potentially forgetting to modify their inter-
action with other people when around it. At the same
time, the frequent interaction might sometimes afford
technical interactions. The absence of a significant
effect of social influence (RQ5) suggests that privacy
protection behavior is not much seen as a socially
relevant or present topic, potentially due to a lack of
awareness or interest. Future research should study
the social embeddedness of privacy protection behav-
ior (or its lack) in more depth. Finally, Internet skills
had the strongest effect on DPPB, while it affected the
two other privacy protection behaviors less (RQ6).
This could be explained by the fact that DPPB is more
connected to digital platform and general Internet use,
as it involves profile management. Fostering Internet
skills through literacy training could thus lead to more
protected smart speaker users.

Limitations

Our study has several limitations. First, we collected
cross-sectional rather than longitudinal data, prevent-
ing strong causal claims. Smart speakers are an emerg-
ing technology and increased awareness about the
benefits and risks could change people’s privacy pro-
tection behavior. Therefore, we encourage future
research to study privacy concerns and privacy protec-
tion behavior over time, including additional factors
such as media coverage (Von Pape, Trepte, and
Mothes 2017). Second, our data focuses on one coun-
try and extant research has shown that countries differ
in their privacy attitudes and behavior (Trepte et al.
2017). Future research should adopt a cross-cultural
approach to compare privacy attitudes and behavior
relating to smart speakers. Third, we had to rely on
self-reported data to measure privacy protection
behavior. Trace data and actual interaction data with
the smart speaker would offer a richer picture of priv-
acy behavior (Bentley et al. 2018; Porcheron et al.
2018). However, such data is subject to confidentiality
and ethical concerns could be raised. Therefore, user-
focused qualitative research or action research could
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strike a balance between confidentiality and richness,
adding potentially unseen perspectives. Fourth and
finally, the way our privacy concerns items were
worded do not factor in aspects of likelihood. For
example, it could be that the participants were rela-
tively unconcerned about third party hacking because
they thought this was unlikely. Future research could
disentangle this more and differentiate between per-
ceived likelihood and perceived severity of a priv-
acy risk.

Conclusion

Relying on human-machine communication literature
and privacy as contextual integrity, we developed a
differentiated typology of privacy concerns in the con-
text of smart speakers. The features of this technology,
particularly the voice-enabled interaction modalities,
create social presence between the user and the
speaker. This could lead to a neglect of privacy – a
key concern about this new technology. Our empirical
analyses showed that users’ privacy concerns about
smart speakers are generally quite low. However, user
concerns vary depending on the source of the con-
cern. Institutional actors, such as third party compa-
nies developing apps and the manufacturers of the
smart speaker (Amazon, Google), evoked more con-
cerns than social actors such as fellow household
members. Privacy as contextual integrity (Nissenbaum
2010, 2019) offers an appropriate theoretical lens to
explain the findings, demonstrating how variations in
the recipient of data, with all other parameters being
equal, can lead to perceived norm violations.

We also found that privacy protection behavior is
rare. Users refrain from engaging in technical, data-
related and social privacy protection behavior on a
regular basis. Taken together, these findings align with
recent discourses on privacy apathy (Hargittai and
Marwick 2016), privacy cynicism (Hoffmann, Lutz,
and Ranzini 2016; Lutz, Hoffmann, and Ranzini 2020)
and privacy apathy (Choi, Park, and Jung 2018).
Fostering Internet skills and stressing the social pres-
ence aspects of smart speakers in awareness cam-
paigns and media stories, potentially by evoking an
uncanny valley effect, could sensitize users about priv-
acy aspects and increase privacy protection.

Notes

1. Common criticisms of the privacy calculus include the
lack of consideration of privacy literacy (i.e., users
might not be aware of privacy risks or unable to assess

the seriousness of a privacy threat), the neglect of
habitual, emotional, and situational factors, as well as
methodological issues (Dienlin and Metzger 2016;
Hoffmann, Lutz, and Ranzini 2016). Kokolakis (2017)
describes alternative approaches such as social theory-
based studies, which rely on sociological theories such
as structuration theory (Zafeiropoulou et al. 2013) or
T€onnies’s distinction of gemeinschaft and gesellschaft
(Lutz and Strathoff 2014), cognitive biases and
heuristics (Baek, Kim, and Bae 2014), as well as
quantum theory homomorphism.

2. We ran a linear regression analysis, where we calculated
a summative index of the first three privacy concern
dimensions (device, household member, stranger) and
of the last four privacy concern dimensions (company,
contractor, third party, government) and then used
these indices as independent variables. While the
summative index of the first three dimensions –
capturing social privacy concerns broadly speaking –
had a significant and positive effect on all three
protection behaviors (TPPB, DPPB, SPPB), the
summative index of the last four dimensions –
capturing institutional privacy concerns broadly
speaking – was insignificant across all three regressions.
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Appendix

Table A1. Questionnaire: Privacy concerns items, motives and social influence.
Device Privacy Concerns
Cronbach’s a ¼ 0.89

Please indicate your level of concern about the following privacy risks.
The smart speaker� asking me personal questions.
The smart speaker constantly listening.
The smart speaker operating in unexpected ways.
The smart speaker extending its listening radius beyond my comfort zone.
The smart speaker turning itself on when it should not.

Household Member Privacy Concerns
Cronbach’s a ¼ 0.93

Please indicate your level of concern about the following privacy risks.
Other household members monitoring my activity via Alexa/Google/Apple data.
Other household members listening to my Alexa/Google/Apple recordings.
Other household members making purchases through my Alexa/Google/Apple account.
Other household members accessing compromising information about me from my Alexa/Google/Apple data.
Other household members impersonating me through Alexa/Google/Apple.

Stranger Privacy Concerns
Cronbach’s a ¼ 0.95

Please indicate your level of concern about the following privacy risks.
Strangers engaging in identity theft through the smart speaker.
Strangers stalking me via the smart speaker.
Strangers listening to my conversations with the smart speaker.
Strangers hacking into the smart speaker.

Company Privacy Concerns
Cronbach’s a ¼ 0.94

Please indicate your level of concern about the following privacy risks.
Amazon/Google/Apple insufficiently protecting my Alexa data.
Amazon/Google/Apple analyzing my Alexa/Google/Apple data.
Amazon/Google/Apple selling my Alexa/Google/Apple data to third parties.
Amazon/Google/Apple sharing my Alexa/Google/Apple data with government agencies.
Amazon/Google/Apple combining my Alexa/Google/Apple data with other Amazon data.
Amazon/Google/Apple manipulating my behavior through the smart speaker.
Amazon/Google/Apple indefinitely storing my Alexa/Google/Apple data.
Amazon/Google/Apple using my Alexa/Google/Apple data to generate targeted advertising.

Contractor Privacy Concerns
Cronbach’s a ¼ 0.94

Please indicate your level of concern about the following privacy risks.
Amazon/Google/Apple contractors accessing my Alexa/Google/Apple recordings.
Amazon/Google/Apple contractors being able to identify me via my Alexa/Google/Apple recordings.
Amazon/Google/Apple contractors listening to my private conversations.
Amazon/Google/Apple contractors finding out sensitive information about me from my Alexa/Google/Apple recordings.
Amazon/Google/Apple contractors contacting the police about potentially compromising Alexa/Google/Apple recordings.
Amazon/Google/Apple contractors amusing themselves with my Alexa/Google/Apple recordings.

Third Party Privacy Concerns
Cronbach’s a ¼ 0.96

Please indicate your level of concern about the following privacy risks.
Third party companies accessing my Alexa/Google/Apple data.
Third party companies being able to identify me via my Alexa/Google/Apple data.
Third party companies indefinitely retaining my Alexa/Google/Apple data.
Third party companies combining my Alexa/Google/Apple data with other data about me.
Third party companies manipulating my behavior through the smart speaker.
Third party companies using my Alexa/Google/Apple data to generate targeted advertising.

Government Privacy Concerns
Cronbach’s a ¼ 0.94

Please indicate your level of concern about the following privacy risks.
The government receiving sensitive information about me through the smart speaker.
The government spying on me through my smart speaker.
The police accessing my Alexa/Google/Apple data.
My Alexa/Google/Apple data being used as evidence in a court of law.

Motives: Utilitarian
(McLean and Osei-Frimpong 2019)

Please indicate your agreement with the following statements.
Completing tasks with the smart speaker makes my life easier.
Completing tasks with the smart speaker is an efficient use of my time.
Using the smart speaker is a convenient way to manage my time.
Completing tasks with the smart speaker fits with my schedule.

Motives: Symbolic
(McLean and Osei-Frimpong 2019)

Please indicate your agreement with the following statements.
Using the smart speaker makes me seem more valuable among my peers.
Using the smart speaker enhances my image among my peers.
Using the smart speaker is a status symbol for me.
Using the smart speaker makes me seem more prestigious than those who do not.

Motives: Social Presence
(McLean and Osei-Frimpong 2019)

Please indicate your agreement with the following statements.
My interactions with the smart speaker are similar to those with a human.
During my communication with the smart speaker I feel like I am dealing with a real person.
I communicate with the smart speaker in a similar way to how I communicate with humans.
When I interact with the smart speaker it feels like someone is present in the room.

Motives: Hedonic
(McLean and Osei-Frimpong 2019)

Please indicate your agreement with the following statements.
The actual process of using the smart speaker is entertaining.
I find using the smart speaker to be enjoyable.
I have fun using the smart speaker o to complete tasks.
I have a good time with the smart speaker.
I would like to spend more time with the smart speaker.

Social Influence
(Venkatesh et al. 2003)

Please indicate your agreement with the following statements.
People who are important to me think that I should use the smart speaker.
People who influence my behavior think that I should the smart speaker.
My friends and family have been helpful in my use of the smart speaker.
In general, my friends and family have supported my use of the smart speaker.

Notes: �In the survey, respondents were queried about the specific brand of smart speaker (Amazon Echo, Google Home, Apple HomePod) rather than
about smart speakers in general. The wording is adapted here for brevity. All items were assessed on 1-5 scales.
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