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8.2 ESG and Tobin’s Q 

 

H2: A change in ESG leads to a corresponding change in Tobin’s Q.  

 

In this section, we examine the relationship between ESG scores and financial 

performance (Tobin’s Q). We execute panel regressions with fixed-effects and 

random-effects models to derive results. We discuss the results below the table. 

 

Table 4a 

Panel regression results for dependent variable Tobin’s Q 

 

 
This table presents the coefficients for our panel tests for both 

Treatment group (75 firms) and Control group (414 firms) for 

explanatory variables ESG, SIZE, AGE and a dummy variable OWN 

for the time period 2009 to 2018. The sample consists of all 489 firms. 

The statistical significance levels are the following: 

*** p<0.01, ** p<0.05, * p<0.1. Standard Errors are reported in 

parentheses. 

Tobin's Q Treatment Control 

Fixed-effects regression

ESG 0.00279* -0.000640

(0.001518) (0.001095)

SIZE -2.48e-12** -5.31e-13

(1.25e-12) (9.10e-13)

OWN -0.004259

(0.046757)

Random-effects regression

ESG 0.002494* -0.000927

(0.001446) (0.001035)

SIZE -3.33e-12*** -1.67e-12**

(1.06e-12) (7.75e-13)

AGE 0.000302 -0.003***

(0.002021) (0.001122)

OWN -0.014846

(0.046029)
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We conducted PSM and paired t-test before executing panel regressions for our 

panel data (refer Appendix 11.4). According to Table 4a, we find that for a given 

firm in the treatment group, when there is an increase in ESG, there is also a 

subsequent positive movement in Tobin’s Q, and hence we accept the hypothesis. 

The same cannot be interpreted for the control group, however. This is line with our 

literature review where we discussed about a higher CSR or ESG performance 

inducing higher performance for a given firm. For example, (Peiris & Evans, 2010) 

found a positive relationship between a firm’s ESG ratings and its operating 

performance and market valuation and (Barth, Cahan, Chen, & Venter, 2016) also 

found that ESG is positively associated with firm value represented by Tobin’s Q.  

We included a dummy variable “OWN” in our analysis to incorporate the 

change in government ownership for a given firm during the span of ten years (1 if 

government investor(s) existed and 0 if they did not, for each year). We observed 

an instability in the treatment status for 17 firms where government investors did 

not exist for certain years out of the ten years. The results in table 4a provide us 

with evidence that a change in treatment status does not cause a change in Tobin’s 

Q. (Friede, Busch, & Bassen, 2015) also highlighted that the positive ESG impact 

on corporate financial performance appears stable over time.   

 

After running a panel regression on the dependent variable Tobin’s Q for both 

treatment and control groups; in the next step, we panel regress the dependent 

variable ESG on the same control variables, but this time we focus only on the 

treatment group. We do not present the results for the control group as the respective 

coefficients were statistically insignificant. This test is done in order to establish 

whether an increase in Tobin’s Q leads to a subsequent increase in ESG for a given 

government owned firm. An additional causality test for robustness will be 

presented in section 8.3. Our results from the panel regression are presented in the 

table below. 
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Table 4b 

Panel regression results for dependent variable ESG 

 

 
This table presents the coefficients for our panel tests for Treatment 

group with explanatory variables Tobin’s Q, SIZE, AGE and two 

dummy variables OWN and MAJORITY for the time period 2009 to 

2018. The sample consists of all 75 government owned firms. The 

statistical significance levels are the following: *** p<0.01, ** p<0.05, 

* p<0.1. Standard Errors are reported in parentheses.  

 

 

The results from Table 4b indicate that for a given firm in the treatment group, when 

there is an increase in Tobin’s Q, there is also a subsequent positive movement in 

ESG. While observing the significance of the dummy variable “OWN”, we can 

ESG Treatment

Fixed-effects regression

Tobin's Q 1.59870*

(0.960404)

SIZE -2.47e-11

(3.12e-11)

OWN -0.070403

(1.168550)

MAJORITY -8.711***

(1.833995)

Random-effects regression

Tobin's Q 1.371120

(0.912482)

SIZE 4.07e-11

(2.62e-11)

AGE 0.008073

(0.046580)

OWN 0.472223

(1.158765)

MAJORITY -7.813***

(1.679693)
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conclude that a change in treatment status does not cause a change in a given firm’s 

ESG score. This could be because once the government invests in a certain firm, 

the firm maintains the same focus on ESG regardless of the government divesting 

at a later point. The result could also mean that it may take a long time to bring 

about a significant change to a firm's ESG score. Our time-series of 10 years may 

be too short to analyse the long-term impact on ESG score subsequent to the 

government divesting. Additionally, in case of firms where the government divests 

after a couple of years and re-invests, the period of a government investor’s absence 

could be too minimal to negatively impact the average ESG score of the firm.  

Another interesting dimension to investigate is whether a majority (more 

than or equal to 50%) ownership makes a difference to ESG scores. We included 

an additional dummy variable “MAJORITY” in our panel regression as an 

explanatory variable to examine its impact on ESG. This variable indicates whether 

a government agency (s) was a minority or a majority shareholder in a certain firm 

during each of the ten years (1 if government investor(s) was a major shareholder 

and 0 if they were not).  

The results in Table 4b indicate that when the government holds a majority 

stake in a given firm, it causes a subsequent negative movement in ESG score. This 

contradicts our expectation as 1) government ownership is known to positively 

impact ESG, based on our results from the previous section, and 2) governments 

owning a majority stake gives them control of the firm, thereby enabling the firm 

to engage more in ESG. This negative impact of majority ownership is an 

interesting observation which could be caused by certain “special” firms. We shall 

probe further into this result, by executing a simple pooled OLS regression with 

additional industry variables. 

In the next step, we conduct a deep dive into five industries where the 

government holds a majority stake. This is done to examine the within-industry 

impact on ESG. We expect to distinguish certain “worsening” industries that cause 

majority ownership to significantly reduce ESG scores. In the pooled regression, 

we include an explanatory dummy variable “ALL” which represents firms that 

belong to a certain industry (1 if a firm belongs to the industry and 0 if it does not). 

We also include a second explanatory variable “MAJOR” which represents those 

firms that belong to a certain industry and also have 50% or more government stake 

holding. The results from the pooled regression are presented and discussed below. 
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Table 4c 

Pooled OLS regression results for dependent variable ESG 

 

 
This table presents the coefficients for OLS regression for Treatment 

group with dummy explanatory variables ALL and MAJOR for the 

entire time period. The sample consists of all 750 government owned 

firms. The statistical significance levels are the following: *** p<0.01, 

** p<0.05, * p<0.1. Standard Errors are reported in parentheses.  

 

ESG Treatment

Airlines

ALL 4.815357

(4.020311)

MAJOR -0.502517

(6.689600)

Banks

ALL 4.4298**

(2.152273)

MAJOR -10.985***

(3.064412)

Integrated Oil & Gas

ALL 6.496***

(1.850424)

MAJOR -1.486720

(3.032567)

Telecommunications

ALL 2.070858

(1.847141)

MAJOR 6.7436**

(3.501030)

Utilities

ALL -2.403349

(1.896631)

MAJOR -8.357***

(2.573332)
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The results in Table 4c indicate that majority ownership in the industries Banking 

and Utilities cause a significant reduction in ESG scores. We address two possible 

reasons for the same: 

1. Since the 2008 financial crisis, banks have been primarily held accountable 

for irresponsible practices in the financial sector. Despite being criticised, 

these “too big to fail” banks have been nationalized worldwide. In such 

banks, while on the road to recovery, CSR/ESG budgets could have been 

substantially squeezed. Moreover, as discussed in literature review, it could 

take a long time for a firm to establish an ESG-oriented reputation. 

Therefore, we believe that banks which have majority government 

ownership have a long way to go to win back the trust of the society through 

their focus on ESG.   

2. Coal-based firms in the Utilities industry are comparatively old (age of 110 

being the oldest) in comparison to newer firms in the Telecommunications 

industry (age of 53 being the oldest). This leads us to believe that Utilities 

consist of old (legacy) firms which were established and operated much 

before the rising importance of CSR/ESG and wherein government 

investors have tenaciously stayed on despite the firm having a lower ESG-

oriented asset base. ESG being a new concept, a positive impact of a major 

government investor in a “newer” industry like Telecommunications seems 

to be reasonable.  

 

With the exception of special firms in these two industries, we can summarize and 

conclude that for “typical” firms, a majority government participation is associated 

with high ESG scores. However, in “traditional” or “special” firms, a majority 

government participation can be associated with low ESG scores.   

 

On an additional note, we find through the Hausman test that both fixed effects and 

random effects models can be applied for our data (refer results in Appendix 11.5). 

We also find through the unit-root test that our data is stationary (refer results in 

Appendix 11.6). However, considering our database is a short time-series panel, we 

have no reason to believe that these tests hold good power.   
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8.3 Bidirectional causality  

 

H3: ESG Granger-causes financial performance.  

 

This section addresses the endogeneity problem arising from the simultaneous 

relationship between ESG and financial performance. We implement a granger 

causality test to detect whether there is a bidirectional relationship between ESG 

and financial performance. We find our assumption of reverse causality to be true, 

backed by significant results as shown in the table below.   

 

Table 5a 

Dumitrescu-Hurlin Granger Causality results 

 

 
This table presents the z-statistics and P-values for the granger causality 

test. The sample consists of all 489 firms. The statistical significance 

levels are the following: *** p<0.01, ** p<0.05, * p<0.1.   
 

 

Thereafter, we analyse the Impulse Response results to shocks in ESG and Tobin’s 

Q using vector autoregression (VAR) to confirm the existence of causality of lags.   

  

Z stat P> |t|

Tobin's Q --> ESG 15.2392 0.0000

ESG         --> Tobin's Q 15.3008 0.0000

Null Hypothesis
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Table 5b  

Panel VAR Impulse Response results for shocks in ESG &Tobin’s Q  

 

 
This table presents the coefficients and t-statistics for impulse response 

to a shock each in ESG and in Tobin’s Q. The sample consists of all 

489 firms. The statistical significance levels are the following: 

*** p<0.01, ** p<0.05, * p<0.1. Standard Errors are reported in 

parentheses.  

 

 

The results from Table 5a indicate that there exists a reverse causality relationship 

between ESG scores and Tobin’s Q (refer Appendix 11.7 for Impulse Response 

Shock figures). We accept the null hypothesis that ESG and financial performance 

Granger-cause each other. The results from Table 5b indicate that lag 2 of Tobin’s 

Q causes ESG and lag 1 of ESG causes Tobin’s Q. This provides us with evidence 

that lagged values of financial performance cause a ripple effect on ESG and vice 

versa. Our findings are in line with previous literature where according to (Malik, 

2015), the benefits of CSR, such as increased employee productivity, enhanced 

brand value and corporate reputation, carry over into future periods and therefore, 

superior quality CSR performance positively affects the value of the firm, not only 

in the short term, but also in the long run.     

  

 

  

ESG Result T stat

Lag 1_Tobin's Q 0.167052 0.74

(0.226186)

Lag 2_Tobin's Q 0.609*** 2.67

(0.228312)

Tobin's Q Result T stat

Lag 1_ESG 0.0027** 2.26

(0.001216)

Lag 2_ESG -0.001437 1.22

(0.001181)
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8.4 Trend in ESG Scores 

 

H4: Difference in trend in ESG scores for treatment and control groups was not 

significant from years 2009 to 2018.  

 

To observe the existence of a constant increasing trend in ESG for both groups, and 

to further support our argument from H1, we execute a Difference-in-Difference 

(DiD) test (with PSM). We exclude one firm from our sample since it could not be 

matched. We present the results in the table below and discuss them thereafter.  

 

Table 6 

Difference in difference estimation results for 488 firms 

 

 
This table presents the coefficients, t-statistics and P-values estimated 

by linear regression where “Before” presents results for the years 2009 

to 2013 and “After” presents results the years 2014 to 2018. The sample 

consists of 488 firms and we incorporate additional covariates: Tobin’s 

Q, SIZE and AGE. The statistical significance levels are the following:  

*** p<0.01, ** p<0.05, * p<0.1. Standard Errors are reported in 

parentheses.  

Outcome variable ESG T stat P> |t|

Before:

Control 54.313

Treatment 56.750

Diff (T-C) 2.437 2.76 0.006***

(0.884)

After:

Control 58.866

Treatment 61.211

Diff (T-C) 2.345 2.57 0.0100**

(0.912)

Diff. in Diff. -0.092 0.07 0.946

(1.360)

R-square 0.14
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The results from Table 6 indicate that the effect of an increasing trend in ESG score 

is similar for both the treatment and control groups and thus we accept the null 

hypothesis. Even though their respective scores might differ across time, we can 

infer that if and when an exposure to a unique factor(s) causes an increase in ESG 

scores for the treatment group, then it will also cause a similar increase in ESG 

scores for the control group. We thereby accept the null hypothesis that the trend in 

ESG scores were not significantly different from each other for both groups from 

years 2009 to 2018. This result, in combination with the previous results, helps us 

conclude that should both groups of firms be exposed to the same unique factor, 

government owned firms will indeed be ahead of comparable non-government 

owned firms in their focus towards ESG.   
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We believe that the extent of ESG engagement, stakeholder management and 

performance dynamics are different for firms belonging to different industries. 

Therefore, we choose 5 industries from our data which have relatively larger sub-

samples and perform a similar DiD analysis for each industry. We add industry as 

an additional control dummy variable in our tests. Our analysis shows the same 

results as for the general DiD test – an increasing trend for both groups. Below are 

the results for each industry: 

 

Table 6a 

DiD estimation results for Oil & Gas firms 

 

 
This table presents the coefficients and t-statistics estimated by linear 

regression where “Before” presents results for the years 2009 to 2013 

and “After” presents results the years 2014 to 2018. The sample consists 

of 400 firms and we incorporate additional covariates: Tobin’s Q, SIZE 

and AGE. The statistical significance levels are the following:  

*** p<0.01, ** p<0.05, * p<0.1. Standard Errors are reported in 

parentheses.  

  

Outcome variable ESG T stat P> |t|

Before:

Control 50.769

Treatment 62.365

Diff (T-C) 11.596 5.97 0.000***

(1.943)

After:

Control 54.222

Treatment 66.882

Diff (T-C) 12.660 5.18 0.000***

(2.446)

Diff. in Diff. 1.064 0.31 0.755

(3.405)

R-square 0.36

10294131023315GRA 19703



 

59 

 

Table 6b 

DiD estimation results for Banking firms 

 

 
This table presents the coefficients and t-statistics estimated by linear 

regression where “Before” presents results for the years 2009 to 2013 

and “After” presents results the years 2014 to 2018. The sample consists 

of 210 firms and we incorporate additional covariates: Tobin’s Q, SIZE 

and AGE. The statistical significance levels are the following:  

*** p<0.01, ** p<0.05, * p<0.1. Standard Errors are reported in 

parentheses.  

 

  

Outcome variable ESG T stat P> |t|

Before:

Control 58.183

Treatment 41.175

Diff (T-C) -17.008 -5.81 0.000***

(2.926)

After:

Control 66.169

Treatment 46.219

Diff (T-C) -19.949 7.43 0.000***

(2.686)

Diff. in Diff. -2.941 0.76 0.446

(3.862)

R-square 0.43
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Table 6c 

DiD estimation results for Telecommunication firms 

 

 
This table presents the coefficients and t-statistics estimated by linear 

regression where “Before” presents results for the years 2009 to 2013 

and “After” presents results the years 2014 to 2018. The sample consists 

of 190 firms and we incorporate additional covariates: Tobin’s Q, SIZE 

and AGE. The statistical significance levels are the following:  

*** p<0.01, ** p<0.05, * p<0.1. Standard Errors are reported in 

parentheses.  

 

  

Outcome variable ESG T stat P> |t|

Before:

Control 50.660

Treatment 57.740

Diff (T-C) 7.080 2.65 0.008***

(2.676)

After:

Control 54.608

Treatment 61.820

Diff (T-C) 7.212 2.7 0.007***

(2.668)

Diff. in Diff. 0.132 0.04 0.972

(3.706)

R-square 0.44
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Table 6d 

DiD estimation results for Electric Utilities firms 

 

 
This table presents the coefficients and t-statistics estimated by linear 

regression where “Before” presents results for the years 2009 to 2013 

and “After” presents results the years 2014 to 2018. The sample consists 

of 110 firms and we incorporate additional covariates: Tobin’s Q, SIZE 

and AGE. The statistical significance levels are the following:  

*** p<0.01, ** p<0.05, * p<0.1. Standard Errors are reported in 

parentheses.  

 

  

Outcome variable ESG T stat P> |t|

Before:

Control 22.300

Treatment 26.306

Diff (T-C) 4.007 1.23 0.221

(3.270)

After:

Control 23.028

Treatment 31.058

Diff (T-C) 8.030 3.38 0.001***

(2.378)

Diff. in Diff. 4.023 1.07 0.285

(3.766)

R-square 0.66
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Table 6e 

DiD estimation results for Biotech, Medical & Pharmaceutical firms 

 

 
This table presents the coefficients and t-statistics estimated by linear 

regression where “Before” presents results for the years 2009 to 2013 

and “After” presents results the years 2014 to 2018. The sample consists 

of 80 firms and we incorporate additional covariates: Tobin’s Q, SIZE 

and AGE. The statistical significance levels are the following: 

*** p<0.01, ** p<0.05, * p<0.1. Standard Errors are reported in 

parentheses.  

 

 

The results presented in the above tables indicate that the effect of an increasing 

trend in ESG score is similar for both the treatment and control groups in each of 

these five industries. This result and the above results in entirety help us finally 

conclude that should both groups of firms be exposed to the same industry-specific 

heterogeneity, government owned firms will indeed have a higher ESG emphasis 

than comparable non-government owned firms. 

 

 

  

Outcome variable ESG T stat P> |t|

Before:

Control 37.391

Treatment 29.872

Diff (T-C) -7.520 -2.26 0.024**

(3.330)

After:

Control 45.831

Treatment 33.835

Diff (T-C) -11.996 3.34 0.001***

(3.596)

Diff. in Diff. -4.477 0.9 0.368

(4.973)

R-square 0.18
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9 Conclusion 

 

Do government owned firms have higher emphasis on ESG than non-government 

owned firms? We perform analysis by evaluating the relationship between 

ownership and ESG by using ESG scores of 489 sample firms over a period of 10 

years (2009 to 2018). Our thesis provides unique evidence that firms which have 

governments as a minority/majority owner have a higher ESG focus than firms 

which do not. 

In the preliminary analysis of our data, we find the ESG scores to be 

increasing over time for both government owned firms and non-government owned 

firms. Further, firms that are in environmentally harmful and sin (alcohol, tobacco, 

and gaming) industries have a relatively high ESG score. A thorough analysis of 

the separate ESG dimensions (environment, social, governance) lead us to conclude 

that government owned firms are more focussed on the environment than non-

government owned firms. Additionally, the adoption of ESG has been largely 

enforced by government owned firms in countries like Finland, Italy, and France.  

We executed propensity score matching to compare government owned and 

non-government owned firms and derive the following results with respect to ESG: 

1) Our main takeaway is that ESG scores are higher in firms where government 

ownership exists; we observe this in the year 2009. This means that government 

owned firms are ahead of non-government firms in adopting practices that enhance 

ESG.  

2) the difference of average ESG scores between government owned firms and 

comparable non-government owned firms is converging with time; we observe this 

when comparing the results of 2009 to those of 2018. This means that non-

government owned firms are gradually catching up to the high ESG scores of their 

government owned counterparts.  

With respect to Tobin’s Q, we find that private investors are more concerned 

about a firm’s financial performance than government-oriented investors. With 

respect to size, we conclude that the government chooses to invest in firms with 

larger revenues. 

The relationship of ESG with firm value is still an unresolved topic in ESG 

literature. To test the association, we conducted panel regressions and conclude that 

when there is an increase in ESG for a given firm, there is also a subsequent positive 
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movement in financial performance (measured through Tobin’s Q) and vice versa. 

This is consistent with a growing number of studies that have indicated that firms’ 

CSR/ESG activities positively influence the value of a firm. By incorporating two 

additional explanatory (dummy) variables (OWN and MAJORITY), we find that a 

year to year change in ownership does not affect a given firm’s ESG score; and 

when the government holds a majority stake in a certain firm, it causes a positive 

movement in ESG scores for “typical” firms but a negative movement in ESG 

scores for “special” firms within the Banking and Utilities industries. 

We then explored if ESG and financial performance Granger-cause each 

other. To achieve this, we incorporated time lags in our analysis. We find evidence 

that firms which have good prior financial performance can impact the future ESG 

score of the firm. This indicates that firms which generate profits in the past, have 

the resources to invest or engage more in ESG-enhancing projects.  

Further, we analysed the extent of similarity between both the ownership 

groups and find that both government owned firms and non-government owned 

firms have more similar characteristics in 2018 than in 2009, on all three fronts: 

ESG, performance and size. This is in line with what is discussed in literature 

review, about firms, whether government owned or not, increasing their focus and 

engagement towards ESG over time.   

Additionally, through Difference-in-Difference tests, we conclude that 

should both groups of firms within the same industry be exposed to a factor, the 

emphasis on ESG over ten years moves in the same direction for both government 

owned and non-government owned firms. This indicates that there is no special 

effect for government owned firms to have higher scores than non-government 

owned firms as both groups display a constant increasing trend in ESG. This result 

in combination with the previous results further supports our argument that even 

though ESG scores of all firms are increasing over time, government owned firms 

have been faster in adopting ESG practices since an early stage.  

Overall, we confirm that ownership is consequential. Even though ESG 

scores for all firms have been higher now than before, we demonstrate that having 

the government as an owner in a European firm makes a difference to ESG scores. 

We add value to existing literature by finding evidence that even though the ESG 

scores of all firms are increasing constantly over time, government owned firms 

(where government is minority/majority owner) have been quicker in adopting ESG 
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practices. However, for some special firms belonging to the Banking and Utilities 

industries, we observed that majority ownership was associated with negative ESG 

scores. Furthermore, ESG can impact current and future firm performance and so 

can firm performance impact current and future values of ESG. Through this 

evidence, our paper takes supplementary steps towards a refined understanding of 

the novel ESG and its importance for government stakeholders.  

 

  

10294131023315GRA 19703



 

66 

 

10 Future Research 

 

We anticipate that the demand for ESG data, reporting, and ESG-related investment 

strategies will continue to grow. ESG is a relatively younger term and it has the 

potential to extend existing academic research. While we find an important relation 

between government ownership and ESG, additional research is needed in the 

following areas to further test the strength and scope of this relationship. Successful 

implementation of these areas could give interesting new results and theories:  

• Firstly, it is necessary to expand the sample observations by adding more 

countries to establish ownership links outside the 18 countries in our 

sample. It is also important to augment regression tests with additional 

country-related parameters. Each country may have dissimilar legal systems 

(common law/civil law) or corruption rates, which could have a direct 

inference on a particular government’s emphasis on ESG. We also 

recognize the omitted variable bias. Adding other important variables in our 

models could potentially affect the outcome.  

• A more robust industry analysis can be conducted to help address which 

industry-specific heterogeneous characteristics enable a stronger relation 

between government ownership and ESG.  

• Governments might undertake active ownership in a firm. Being an active 

owner could lead to government-controlled firms having higher emphasis 

on ESG. 

• Considering dispersed or concentrated ownership in the ownership structure 

of the sample firms can help make additional inferences on the corporate 

governance structure. Dispersed ownership can mean that the shareholders 

pursue their own private benefits which could lead to disagreements, 

thereby deflecting focus from ESG. While with concentrated ownership, it 

can be easier for shareholders to work towards a common goal.  

• Examining the existence of managerial compensation, one that is tied to 

ESG, is a crucial yardstick to gauge a firm’s ESG focus. Further, setting an 

ESG-oriented leadership structure makes managers more ESG-friendly.  

• Our time span of 10 years observed a convergence of ESG scores between 

government owned firms and non-government owned firms. It would be 

insightful to expand the time series to investigate whether the convergence 
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continues into the future or if ESG scores for non-government owned firms 

end up being higher than the scores of comparable government owned firms. 

It is also important to note that although non-government owned firms are 

seen to be catching up with their government owned counterparts in our 

results, it would be necessary to investigate if they are genuinely engaging 

in ESG activities or providing misleading information to rating agencies to 

artificially enhance their ESG scores (engage in “greenwashing” as 

mentioned before). 

• (El Ghoul, Guedhami, Kwok, & Mishra, 2011) investigated the relation 

between CSR and cost of capital and found that investments towards 

improving responsible employee relations, environmental policies, etc. 

contribute substantially to reducing a firms’ cost of equity. Future research 

with respect to ESG and cost of capital of government owned firms could 

be implemented, especially considering that governments find it easier to 

seek financing as discussed in literature review. 
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11 Appendices 

11.1 Industry vide ESG scores 
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11.2 Corruption Index 

 

11.3 Density Plots 

 

• Match on Tobin’s Q: 

 

The Balance Density Plots for Tobin’s Q for two years (2009 and 2018) before and 

after matching, showing us that the PSM system is indeed balancing the distribution 

between the two groups using our specified characteristics:   
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• Match on Size: 

 

The Balance Density Plots for Size for two years (2009 and 2018) before and after 

matching, showing us that the PSM system is indeed balancing the distribution 

between the two groups using our specified characteristics:   
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11.4 PSM and Paired T-Test for Panel data 

 

 
This table presents coefficient for ATE estimation with propensity-

scores matched on ESG, and t-statistic for paired t-test for the period 

2009-2018. A default logistic model predicts each firm’s propensity 

score using control variables Tobin’s Q, SIZE, AGE Dummy variable 

1 indicates government ownership and 0 indicates non-government 

ownership. The sample consists of all 489 firms. The statistical 

significance levels are the following: *** p<0.01, ** p<0.05, * p<0.1. 

Standard Errors are reported in parentheses. 

 

11.5 Hausman Test 

 

H0: Both fixed effects and random effects methods can be applied and there is no 

correlation between the errors and the regressors in the model 

H1: Random effects estimator is inconsistent and so fixed effects model applies 

 

 
This table presents results from the Hausman test detecting endogenous 

regressors (predictor variables) in a regression model to decide on the 

best regression method: fixed effects or random effects model. The 

statistical significance levels are the following: *** p<0.01, ** p<0.05, 

* p<0.1. Standard Errors reported in the last column. 

 

Matched on 2009-2018

ESG (coefficient) 3.148***

(0.803090)

Mean difference (t-stat) 10.278***

(0.306295)

Variable

Fixed

 (I)

Random

 (II)

Difference 

(I-II)
S.E.

Size -2.47e-12 -3.29e-12 8.24e-13 6.37e-13

ESG 0.00279 0.00249 0.000298 0.000464

Chi-square = 0.41

Prob > Chi-square = 0.5213 > 0.05 
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11.6 Unit Root Test 

 

H0: Panel data contains unit roots 

H1: Panel data is stationary 

 

 
The table presents results from augmented Dickey–Fuller regression for 

each panel. The test assumes a common autoregressive parameter for 

all panels. Xtunitroot uses the Bartlett kernel with 6 lags as selected by 

the method proposed by Levin-Lin-Chu. The statistical significance 

levels are the following: *** p<0.01, ** p<0.05, * p<0.1. 

 

11.7 Impulse Response Shock results 

 

 

 

Variable Unadjusted t Adjusted t* P-value Periods Decision

Tobins Q -50.1211 -33.876*** 0.0000 10 1 (0)

ESG -38.9158 -21.546*** 0.0000 10 1 (0)
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