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Figure 7 - Histogram showing initial return and density in our sample. 

Further, we run an outlier test called Cook's Distance of our regression model A. 

This test plots the influence of outliers in a regression and shows us studentized 

residuals versus leverage. As we can see from figure 8, we have several values that 

may distort the accuracy of our regression. With these two findings we argue that 

making small adjustments to ensure the robustness of our models is highly 

important.  

We believe that instead of removing observations, which will lead to a highly biased 

sample, it is better to use the winsorizing method. In fact, according to a study by 

Adams, Hayunga, Mansi, Reeb & Verardi (2019), for the 3.572 studies published 

Figure 8 - Cook's Distance test, outlier influence plot 

09814890974147GRA 19703



33 
 

 

in the top 4 financial journals during 2008 to 2017, only 28% actually mentions 

outliers. In addition, the 717 studies that uses OLS regression and mention outliers, 

the large majority (52%) uses winsorizing. However, one major concern with 

winsorizing is that extreme values are affecting our sample, and one could argue 

that manipulating raw data is dangerous. On the other hand, if the impact of outliers 

is strong enough it is utmost important to ensure robustness of the statistical models.  

 

For us to be able to study a generalizable effect of underpricing under these 

circumstances, our empirical results cannot be driven by a small fraction of our 

sample. On the other hand, the level of winsorizing can be arbitrary, and hence we 

have to evaluate different levels to find the most appropriate for our data. We 

believe our sample and distribution is best with 1% as we are able to compromise 

outlier effects without causing too much inference. In figure 9, you can see our 

winsorized distribution, it is still skewed to the right, however we are able to replace 

the 1% extreme values with the highest value in the 99th percentile and reduce the 

impact of outliers. From Figure 10 on Cook's Distance, you can see a remarkable 

difference in outliers influence compared to the raw data sample. In appendix C, 

you will find normal probability plots of both data sets. Note that we once again 

conducted a Shapiro normality test which still confirmed the non-normality of the 

distribution. However, our sample size should be sufficiently large enough for CLT 

to hold and hence our distribution should approximately converge towards 

normality.  

 
Figure 9 - Histogram showing winsorized initial returns and density. 
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Figure 10 - Cook's distance, influence plot after 1% winsorizing of initial return. 

4.1.4.2 Independent variables 

 
The importance of normality is just as valid for our independent variables as for our 

dependent. Since we are working with accounting figures such as revenues and 

earnings before interest and taxes, we encountered extreme values and non-

symmetrical distributions for these numbers as well. For instance, due to the nature 

of revenues only being positive, the distribution is clearly right-skewed (See Figure 

13 in appendix B). In order to deal with this, we took the natural logarithm and 

obtained a much better distribution in addition to being adjusted for extreme values.  

 

Further, our data for EBIT varies and is subject to extreme values in both negative 

and positive numbers. Hence, we found it most appropriate to winsorize as we did 

with initial return in the previous section. In order to avoid arbitrary biases, we set 

the level at 1% again for consistency and generalizability. This gave us a much 

more symmetrical distribution and we were able to adjust the extreme values (See 

Figure 14 in appendix B). 

 

4.2 Statistical methods 

As we are investigating IPO underpricing between industries in the Nordics, 

summary statistics can provide substantial insight. However, this alone is not 

sufficient to answer our hypothesis as well as fundamental questions, and therefore 

we will utilize more powerful statistical tools. Moreover, if the technology industry 
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is subject to higher degrees of uncertainty compared to other sectors, we need to 

look at average effects to confirm the uncertainty.  

 

In our attempt to find a reason for large valuation differences between sectors we 

need to look at what can actually explain the variation of returns. We will therefore 

investigate if the technology sector is subject to greater valuation variances by 

comparing the variance of initial returns against other industries. If we find a 

significant difference, this would not explicitly imply that tech is subject to higher 

degrees of uncertainty, as variance only measures deviations from the mean. Instead 

it will show us variation in terms of investment banks valuation against the market 

perception of valuation, which can be interpreted as an indicator for valuations 

difficulties and uncertainty.  

 

4.2.1 T-test 

We will use a two-sided t-test to examine whether the underpricing phenomenon is 

present. The null-hypothesis is that the expected value (mean) of our sample is 

equal to the population mean (zero). If the p-value is lower than our chosen alpha, 

we will reject the null-hypothesis that the mean is statistically significantly different 

from zero, which will prove that underpricing exists.  

 

4.2.2 Levene's test of variances 

To check for homogeneity of variances we will conduct Levene's test of 

homogeneity of variances. The null-hypothesis is that all input samples are from 

populations with equal variances, which in our case can be translated into; 

technology sector underpricing variance is equal to all the other sectors variances. 

Hence, we will categorize the groups as technology firms against the rest of the 

sample.  The test statistic, W, is defined as 

𝑊 =
(𝑁−𝑘)

(𝑘−1)
×

∑ 𝑁𝑖(𝑍𝑖−𝑍..)
2𝑘

𝑖=1

∑ ∑ (𝑍𝑖𝑗−𝑍𝑖.)2𝑁𝑖
𝑗=1

𝑘
𝑖=1

    (4.2) 

Where N is the total number of observations, 𝑁𝑖is observations in group 𝑖, 𝑘is 

number of groups, 𝑍𝑖𝑗 =  |𝑌𝑖𝑗 − 𝑌𝑖|where 𝑌𝑖𝑗is the value of observation 𝑗from group 

𝑖, 𝑍𝑖is the mean of 𝑍𝑖𝑗for group 𝑖 and 𝑍..is the average for all 𝑍𝑖𝑗. Further, the test 

statistic, W, will be compared to the critical value, which is taken from an F-

distribution with k-1 and N-k degrees of freedom. Levene's approach is powerful 
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and robust to non-normality, it will accept slight deviations from normality and 

hence it is a good fit for our data (Gastwirth, Gel & Miao, 2009).  

 

If the p-value is lower than our chosen significance level, we can reject the null-

hypothesis, which proves that the underpricing variance in the technology sector is 

statistically significantly different from the other industries. If we cannot reject the 

null-hypothesis, we will not be able to say that technology underpricing variance is 

different than the other sectors. Thus, we will be able to find indications for whether 

difficulties in valuations of technology firms compared to other sectors is present 

or not.  

 

4.2.3 Kruskal Wallis H-test 

Due to patterns of skewness in our sample, we will conduct a Kruskal Wallis in 

order to ensure the validity of our results. It is a nonparametric version of the 

ANOVA test, thus more reliable when facing non-normality in the comparison of 

two groups. The Kruskal Wallis tests the null-hypothesis that the population median 

of all the groups are equal. Hence, we can use it to test for medians between 

industries and firm age. Note that rejecting the null does not indicate which of the 

industries that differs. The test-statistic H is calculated by: 

 

𝐻 = (𝑁 − 1)
∑ 𝑛𝑖(𝑟𝑖−𝑟)2𝑘

𝑖=1

∑ ∑ (𝑟𝑖𝑗−𝑟)
2𝑛𝑖

𝑗=1
𝑘
𝑖=1

     (4.3) 

Where N is the total number of observations, 𝑛𝑖 is the number of observations in 

group 𝑖, 𝑟𝑖𝑗is the rank of observation 𝑗 from group 𝑖, 𝑟𝑖 is the average rank of all 

observations in group 𝑖 and 𝑟 is the average of all the 𝑟𝑖𝑗. 

 

By investigating not only the mean, but also the median can give us insightful 

information when it comes to the variation of underpricing. If the observed p-value 

is lower than the chosen significant level and we reject the null-hypothesis, this 

would imply that the underpricing medians are differently distributed among 

industries. Although we will not be able to conclude which industries, it is important 

for us to seek answers related to average effects. These answers are important in 

order to draw robust and powerful conclusions later. 
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Further, we will also conduct this test for our hypothesis 4. If the observed p-value 

here is lower than the chosen significant level and we reject the null hypothesis, this 

would imply that the underpricing medians are differently distributed among young 

and old firms. If we find a significant effect, it can indicate that firm age has an 

impact on the degree of underpricing. By conducting this test, it allows us to check 

whether potential industry underpricing is not only explainable by age, but also 

other factors. For instance, if we cannot reject the null hypothesis, we will not be 

able to say that company age has a significant impact on the average underpricing 

- which opens up for other factors to explain it.  

 
 
4.2.4 Regression OLS 

We will apply OLS regression to investigate whether the degree of underpricing 

can be explained by several factors. The goal is not to explain all factors, as this 

would require an extremely comprehensive model. However, we aim to examine 

some of the factors which are found in other empirical studies and see how well 

these can explain elements in the Nordic IPO market. In order to properly create 

robust OLS regressions we will have several models. However, our main regression 

is defined as: 

 

𝑙𝑛(1 + 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑟𝑒𝑡𝑢𝑟𝑛𝑖)  = 𝛽𝑜  +  𝛽1𝑙𝑛(1 + 𝑎𝑔𝑒𝑖)  + 𝛽2𝑙𝑛(1 + 𝑅𝑒𝑣𝑒𝑛𝑢𝑒𝑖−1)  + 

  𝛽3(1 + 𝐸𝐵𝐼𝑇𝑖−1) + 𝛽4 ln(1 + 𝑂𝑓𝑓𝑒𝑟 𝑆𝑖𝑧𝑒𝑖) + 

                      𝐷𝑗𝑇𝑒𝑐ℎ + 𝐷𝑘𝐴𝑔𝑒𝑘  +  𝐷𝑔𝐷𝑒𝑙𝑖𝑠𝑡𝑒𝑑𝑔  +  𝜀𝑖  (4.4) 

 

Where we have adjusted for firm size by dividing Initial return, Revenue, and EBIT 

by Offer Size. In addition, we took the natural logarithm of Revenues and Age while 

winsorizing EBIT at 1%. These operations were made to appropriately adjust for 

extreme outliers and make the variables more symmetrical as we are working with 

extremely skewed data. For us being able to detect general effects, it is utmost 

important to look at the broad picture and not overestimate few extreme 

observations as these occur very rarely.  

 

As most valuation methods take into account common accounting measurements 

like revenue and operating profits, we argue it is interesting to see whether these 
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measurements can explain some of the variation in underpricing. We expect that 

the IPO underwriter and market participants use such tools in their valuation 

models, thus, we expect that Revenue and EBIT should be in-significant as this 

information already has been incorporated in the stock price. Further, as theories 

suggests we have used company age as a proxy for risk to see whether age itself 

can explain some of the variation in initial returns. In addition, firm size is expected 

to have a big impact on the degree of underpricing. For instance, small firms have 

a potentially larger upside compared to already big and established companies even 

though their economies of scale. When it comes to the size of the firm and the IPO, 

there are many factors to take into account, however, as we are investigating the 

degree of underpricing, we believe including this variable in the regression can 

provide us with some useful insight. 

 

We have also added three sets of dummy variables to adjust for age, industry and 

risk. In other words, we have made a dummy variable for the technology industry 

to see whether just being a firm in the technology sector can explain some of the 

underpricing. Further, we have created one dummy to adjust for young firms which 

are defined as firms younger than 7 years. We have also included a delisted dummy, 

to see whether firms who have either gone bankrupt or just been delisted can have 

an effect on the underpricing. For instance, one can imagine that firms who have 

been delisted perhaps where taking more risk which then could have an effect on 

the level of underpricing and/or valuation in relation to the IPO.  

 

Our relatively large sample size gives us the opportunity to take advantage of the 

central limit theorem. In addition, when transforming data, we are able to make our 

predicted residuals much more symmetrical as we can observe from figure 11.  
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Figure 11 - Distribution density of predicted residuals. 

Gujarati (2015) states that when working with cross-sectional data one can often 

encounter heteroscedasticity. This does not alter the unbiasedness and consistency 

properties of the OLS estimators; however, they are no longer best linear unbiased 

estimate, but simply linear unbiased estimate. Thus, we will check for 

heteroscedasticity in the regression above. The first step is to look at the squared 

residuals against fitted values. 

 

Figure 12 - Scatterplot regression residuals versus fitted values. 

By the graph it can seem to be some systematic relationship between the squared 

residuals and the estimated values for the underpricing. Therefore, we ran a formal 
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test for heteroscedasticity called Breusch-Pagan. The F-statistic was highly 

significant which means that we reject the null hypothesis about homoscedasticity. 

Accordingly, we will run our subsequent regressions with robust standard errors in 

order to obtain heteroskedasticity-corrected standard errors. 

 

4.3 Descriptive statistics 
 

Variable Mean Median Std Min 25% p 75% p Max 

Initial 
return 

5.81% 1.50% 27.97% -56.57% -6.00% 14.71% 133.33% 

Table 4 - Statistics for winsorized initial return. 

The table above presents 1% winsorized initial return from our sample. The mean 

return of 5.81% is well below previous studies and especially findings from 

American markets. For instance, Ritter (2018) finds an average first day returns for 

US IPOs between 2001 and 2018 of 14.9%.  Further, the median is closer to zero 

compared to the mean which may indicate that large values moves the mean 

upwards. In fact, the max value is much larger than the minimum value which 

provides additional evidence for this. However, the mean return indicates that the 

underpricing phenomenon still exists and illustrates the difference between the 

valuation of the IPO and the markets perception of its fair value. 

 

In large samples one can argue that t-tests are valid and hence applicable in cases 

when working with non-normal data even when our data seem to be affected by 

some skewness. Our test-results shows us that our mean is statistically significant 

different from zero, and hence we have confirmed the underpricing phenomenon.  

 

As we are focusing on the technology sector, it is interesting to look at differences 

between sectors. Table 5 presents the 1% winsorized data grouped by sectors in the 

entire sample period. 

Sector Observations Mean Std Median Min Max 

Communica

tions 

33 1.71% 30.99% 1.43% -56.57% 114.66% 

Consumer 184 6.10% 28.61% 2.90% -56.57% 133.33% 
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Energy 30 5.04% 44.41% -0.78% -50.00% 133.33% 

Financial 59 0.60% 18.73% 2.14% -56.57% 53.33% 

Industrial 79 7.40% 43.37% 0.27% -50.00% 133.33% 

Technology 70 9.94% 30.61% 5.18% -34.78% 133.33% 

Table 5 - Initial returns for different sectors. 

As we can observe from the table, technology sector has the highest mean with 

9.94%, followed by industrial at 7.40%. However, the technology sector has only 

the 4th largest std, which may indicate that the technology sector has less large 

negative underpricing than the other sectors. In fact, if we look at the minimum, we 

can confirm that this is the case. As the lowest variation in returns for technology 

is -34.78%, it seems that the mean is highly driven by positive large underpricing. 

The lowest variation in initial returns can be observed in the financial industry with 

a mean of 0.60%. In addition, it also has the lowest std with only 18.73% which is 

far below all other sectors. Moreover, we have found some indication that the 

technology sector is actually more underpriced than the others. This opens up for 

further investigation, which we will conduct in the empirical section in chapter 5.  
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5. Results and analysis 

5.1 Hypothesis 1 - Fair priced IPOs 

To formally test whether IPOs between 2010 and 2018 in our sample have been fair 

priced, we have used a two-sided t-test. The purpose of this test was to check if 

underpricing actually exists in the Nordic markets. Our null-hypothesis states that 

IPOs in the Nordic between 2010-2018 have been fair priced. i.e. the mean 

underpricing is zero and the markets are efficient. The results can be seen in table 

6.  

Variable Observations Mean Std 

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑅𝑒𝑡𝑢𝑟𝑛𝑊  455 5.81% 27.97% 

T-stat = 4.4353 

p-value = 0.0000 

Table 6 - Two-sided t-test for the mean of one group of scores. 

We observe that the mean underpricing is calculated to be 5.81% and the std is 

27.97% as shown in table 6. However, this could potentially be just by chance, and 

hence we have conducted a test to validate that the mean is different from zero. The 

test gives a significant p-value; hence we can reject H0 that the IPOs have been fair 

priced. Our results prove that initial returns from Nordic IPOs between 2010-2018 

are statistically significantly different from zero. Consequently, we have confirmed 

that IPO underpricing exists in our sample and we will investigate potential reasons 

for this further. 

 

5.2 Hypothesis 2 - Industry Variance  
 
As we are interested in whether the technology sector is subject to more uncertainty 

and underpricing compared to other industries, we believe it is important to look at 

industry specific variance. We have split our data into two groups, where one group 

only contains technology firms and the other group contains the rest of the sample. 

In table 7, we have displayed the statistics. 
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Variables Observations Mean Median Std 

Technology 70 9.94% 5.18% 29.74% 

Rest of the sample 385 5.07% 1.04% 27.61% 

W-stat = 3.2682 

p-value = 0.0713 

Table 7 - Levene's test for equal variances. 

From the descriptive statistics we can see that the technology sector has a higher 

mean compared to the rest of the sample. In addition, the technology industry is 

also subject to a higher standard deviation. Consequently, one can interpret this as 

that technology industry is subject to greater variations in terms of initial returns 

first day of trading compared to the rest. This could exhibit industry differences in 

standard deviations which can be an indication of difficulties with valuation. For 

this reason, we formally tested whether technology variance is statistically different 

from the rest with Levene's test of variances. Our null-hypothesis states that there 

is no difference between technology initial return variance compared to the rest of 

the sample. The test results provide a significant p-value on the 10% level; hence 

we can reject the null and there is evidence of a significant difference in terms of 

initial return variance between tech and non-tech IPOs. This indicates that, in 

general, initial returns of technology firms differs from the market average.  

 

5.3 Hypothesis 3 - Technology underpricing 
 
As we have found evidence of industry variance differences, it is moreover 

interesting to see whether the initial returns itself are different as well. Since our 

data is clearly non-normal and rather skewed, we will conduct a Kruskal Wallis H-

test which is robust towards this. The Kruskal Wallis tests the null-hypothesis that 

the population median of all the groups are equal. We used the same two groups as 

in 5.2, which you can observe from the observations in table 8. 

  

09814890974147GRA 19703



44 
 

 

 

Variables Observations Normal 

Technology 70  

No 
Rest of the sample 385 

H-stat = 0.8879 

p-value = 0.3460 

Table 8 - Kruskal Wallis H-test. 

Our null-hypothesis states that there are equal distributions across industries. From 

the results, we can observe a p-value of 0.3460 which is clearly not significant. 

Hence, we cannot reject the null and say that there is a significant difference 

between technology returns and rest of the sample. This result sort of contradicts 

our previous findings in section 5.2. Hence, we cannot conclude that the distribution 

of underpricing is significantly different among industries using this nonparametric 

test. Consequently, these discoveries are not in line with Beatty and Ritter (1986) 

findings - that there is a positive relationship between the ex-ante uncertainty about 

the IPO value and it’s expected underpricing. 

 

5.4 Hypothesis 4 - Young and Old companies 
 
We were not able to reject hypothesis 3, however, theories suggest that there is 

more underpricing of young companies than old companies. So, in order to see if 

this phenomenon is present in our sample, we split our data into two groups; young 

and old. Interestingly, the sample is fairly evenly spread when it comes to age with 

respectively 204 and 251 observations for young and old companies.  

Variable Observations Mean Std Normal 

Young  204 4.52% 29.45%  

No 
Old 251 6.87% 26.72% 

H-stat = 1.3700 

P-value = 0.2420 

Table 9 - Two-sided t-test for the means of two independent samples of scores. 
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We can observe that the mean is also fairly close to each other, which may indicate 

that underpricing on young and old companies does not differ that much. However, 

the standard deviation shows us otherwise with a larger difference (29.45% for 

young vs 26.72% for old). The reason for this may be that younger companies varies 

more than older companies, however, in both ends of the scale. That can be 

interpreted as that the initial returns varies more for younger firms, but that variation 

can be a result of both underpricing and overpricing. So, we conducted a Kruskal 

Wallis H-test where our null hypothesis states that there is no difference in initial 

return between young and old companies. The test provides a non-significant p-

value; hence we cannot say there is a significant difference between young and old 

companies in terms of median initial return. According to Ljungqvist and Wilhelm 

(2003), the age of a company can be used as a proxy for valuation uncertainty, but 

our findings contradicts this. From our findings, we are not able to conclude that 

the underpricing distributions are different across age. This means that for our 

sample, there is no statistically difference in underpricing for young companies (0-

6 years) and old companies (7 years and older). Hence, we are not able to conclude 

that younger companies are more underpriced than older ones. 

 

5.5 Regression analysis 

As we have found significant variation in industry variance, we have found 

differences in Revenue, EBIT, firm age and offer size, and consequently we will 

investigate these variables further in a regression to see whether this can explain 

some of the variation in initial returns. We ran the regression presented in section 

4.2.4 and our results are presented in table 10. To adequately ensure robustness of 

our regressions we have included several models. The only significant coefficient 

is offer size, which is significant on the 5% level in all the models. 

Table 10 - Regression results. 

Table 10 reports the results from four different regression models with the 

natural logarithm of 1 + initial return as the dependent variable. Model A 

includes four independent variables. Model B, C, and D adds dummy 

variables for tech, young, and delisted companies. * represents significant at 

the 10% level, ** represents significant at the 5% level and *** represents 

significant at the 1% level.  
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 Model A 

ln(1+ IR) 

Model B 

ln(1+IR) 

Model C 

ln(1+IR) 

Model D 

ln(1+IR) 

Constant -0.0500 

(0.0044) 

-0.0658 

(0.029) 

-0.0107 

(0.055) 

-0.0004 

(0.057) 

Ln (1+Age) 0.0086 

(0.010) 

0.0087 

(0.010) 

-0.0090 

(0.016) 

-0.0104 

(0.016) 

Ln (1+Revenue) -0.0075 

(0.012) 

-0.0082 

(0.012) 

-0.0075 

(0.012) 

-0.0066 

(0.012) 

𝐸𝑏𝑖𝑡𝑊 0.0070 

(0.014) 

0.0065 

(0.014) 

0.0068 

(0.014) 

0.0064 

(0.015) 

Ln (1+Offer Size) 0.0130∗∗ 

(0.006) 

0.0146∗∗ 

(0.006) 

0.0150∗∗ 

(0.006) 

0.0148∗∗ 

(0.006) 

Tech Dummy  0.0569 

(0.034) 

0.0550 

(0.034) 

0.0527 

(0.034) 

Young Dummy   -0.0445 

(0.037) 

-0.0454 

(0.037) 

Delisted Dummy    -0.0646 

(0.042) 

Observations 455 455 455 455 

R-squared 0.014 0.021 0.024 0.030 

Adjusted R-squared 0.006 0.010 0.011 0.015 

 

The best model is Model D, which has the best R-squared as well as adjusted R-

squared. In addition, it also had the best AIC and BIC value. Our variables can 

explain 3% of the variation in initial IPO returns. At first glance, this may seem like 

a small number compared to other studies. However, one must keep in mind that 

we have a fairly large sample and are looking for generalizable results, thus, 

explaining 3% of the variation in returns for all Nordic IPOs between 2010-2018 
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should be sufficient to draw conclusions. This is as it should be. If the R-squared 

was high, it would imply that the initial return on an offering is predictable (Beatty 

& Ritter, 1986). In addition, we have deemed the goodness of fit of less importance 

and consider the theoretical relevance of the variables more important as we are not 

building a predictive model. For further regression diagnostics such as partial 

regression plots and CCPR - see appendix D. 

 

As expected, revenues and EBIT are not significant - which provides evidence for 

that underwriters as well as market participants already have incorporated these 

measurements in their valuations. As a result of this, different opinions about 

revenues and operating profits does not have a significant impact on the variation 

in returns. The revenue coefficient is negative, which indicates that the more 

underpricing the lower the revenue which may reflect variations in revenue 

estimates. On the other hand, the results are not significant and hence we must be 

careful to not overestimate our findings. We can also see that age is not significant, 

which also indicates that company age is already incorporated in agents’ 

expectations. However, what is interesting is that the coefficients Age and Young 

dummy has a negative relationship with the degree of underpricing. This may 

indicate that the higher the degree of underpricing is, the younger the company is - 

which is in line with findings from Schwert et. al. (2010), that younger firms may 

have larger upside potential. According to the asymmetric information theory, age 

is used as a proxy for uncertainty, hence younger firms should have higher degree 

of underpricing than older firms. Consequently, we have found similar evidence as 

Ljungqvist and Wilhelm (2003) and indications that in fact age can be used as a 

proxy for uncertainty - although not significant. 

 

Further, the variable Offer Size is clearly significant on all models at the 5%-level. 

This finding suggests that the size of the IPO has a big influence on the variation in 

returns. However, the coefficient is positive, which is not in line with our 

expectations from the asymmetric theory - since one would expect higher degrees 

of underpricing with smaller firms i.e. a negative coefficient. On the other hand, the 

coefficient value is low and close to zero as well as being on logarithmic form - 

which makes interpretation difficult. One more interesting remark is that variation 

in returns of companies that have been delisted is not significant. As one can 
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imagine that most delisted companies are risk takers, intuitively it is more difficult 

to value these firms. However, our regression results show us that this is not the 

case and one cannot use the IPO initial return variation as a proxy for whether or 

not a company will be delisted in the future.  

 

5.6 Technology regression 

We found that technology industry variance is significantly different from the rest 

of the sample and has the highest initial return. Hence, we investigate this further 

by running a technology specific regression to see whether we can explain some of 

the difference in initial returns first day of trading. A negative factor in this model 

is the number of observations compared to the previous regression presented in 

section 5.5. With only 70 observations, it will be difficult to draw generalizable 

conclusions about the technology sector as a whole, while at the same time the 

market in the Nordics is what it is, and it can at least give us some indication of the 

Nordic technology sector. We get fairly similar results as in the previous regression, 

where only the variable Offer Size is significant - now at 10% instead of 5%. From 

the model comparisons table 11, we can observe big variation in adjusted R-

squared. Consequently, Model A appears to be the best fit for our data and is 

considered to be the best model.  
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Table 11 - Technology Regression. 

Table 11 reports the results from four different regression models done on 

companies classified within the technology sector with the natural logarithm of 1 

+ initial return as the dependent variable. Model A includes four independent 

variables. Model B also includes 1 + the natural logarithm of the age of the 

company. Model C and D adds dummy variables for young and delisted 

companies. * represents significant at the 10% level, ** represents significant at 

the 5% level and *** represents significant at the 1% level.  

 Model A 

ln(1+ IR) 

Model B 

ln(1+IR) 

Model C 

ln(1+IR) 

Model D 

ln(1+IR) 

Constant -0.0184 

(0.083) 

-0.0349 

(0.104) 

-0.0015 

(0.086) 

-0.0004 

(0.057) 

Ln (1+Revenue) -0.0417 

(0.033) 

-0.0438 

(0.035) 

-0.0439 

(0.033) 

-0.0104 

(0.016) 

𝐸𝑏𝑖𝑡𝑊 0.0360 

(0.023) 

0.0349 

(0.025) 

0.0332 

(0.025) 

-0.0066 

(0.012) 

Ln (1+Offer Size) 0.0275∗ 

(0.015) 

0.0261∗ 

(0.016) 

0.0273∗ 

(0.015) 

0.0064 

(0.0 15) 

Ln (1+Age)  

 

0.0115 

(0.040) 

  

Young Dummy   -0.0455 

(0.037) 

-0.0454 

(0.037) 

Delisted Dummy    -0.0646 

(0.042) 

Observations 70 70 70 70 

R-squared 0.055 0.056 0.059 0.072 

Adjusted R-squared 0.012 -0.002 0.001 -0.000 
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Model A can explain 5.5% of the variation in returns for the technology sector in 

the Nordic market. Hence, there is definitely factors our model does not capture, 

however, it is an interesting finding when our model only includes 3 firm specific 

variables. The coefficient for Revenue is still negative - which indicates that there 

is a negative relationship between Revenue and initial return for technology firms. 

On the other hand, EBIT has a positive relationship with initial returns for model 

A-C, and changes to negative in model D. As the coefficient changes when 

variables are included or excluded, one must be careful to draw conclusions due to 

the sensitivity. Further, offer size is significant and positive. This is additional 

evidence for what we discovered in the previous regression - that IPO initial returns 

increases with offer size. Since this also holds true for technology companies, it is 

reason to believe that the high variation in first day of trading returns is moderately 

influenced by the size of the IPO and the amount of capital raised.  

 

5.7 Alternative explanations 

In this section, we will present some alternative explanations to underpricing that 

we have not focused on in our thesis. Ibbotson and Jaffe (1975) presented a theory 

they called “Hot Issue” markets. They defined these markets as periods in which 

the average first monthly performance of new issues is abnormally high. They find 

evidence that suggests first month residuals don’t follow a random walk and that 

investors can concentrating on buying when the expected new issue returns are 

high. More companies will go public in bull markets than bear markets and during 

these bull markets it tends to be more underpricing of IPOs. After “hot issue” 

markets were first documented by Ibbotson and Jaffe (1975), several other papers 

have also come to the same conclusion. See for example Ritter (1984) and Ibbotson, 

Sindelar and Ritter (1988). 

 

Other variables we also not have looked at is the number of shares offered, VC-

backed or PE dummy or offer type. We decided to use offer size as a proxy for size. 

This could have been done in several different ways. Some have chosen to use 

market capitalization which is probably the most accurate alternative. We found it 

difficult as this would have required to not only have the number of shares offered, 

but also find the total amount of outstanding shares for every firm. One way to solve 

this problem could have been to use market capitalization of public outstanding 
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shares, but this would only have been a shortcut and not fully reflected the actual 

market capitalization of the company. Something we could have done, was to 

include the shares offered in the transaction as an additional variable. For example, 

you could expect companies issuing more shares to the public is either more or less 

underpriced. 

 

Multiples is another variable we chosen not to put too much emphasis on. Two 

common multiples used to in research to investigate underpricing is price-to-

earnings or price-book. According to our section 3.1.1 on valuing IPOs, most 

underwriters use this method in valuation and we therefore expected that this 

variable would not yield any statistically significant results. This has also been the 

case for other studies that has included multiples. Kim and Ritter (1999) argue that 

the price-to-earnings (P/E), market-to-book, and price-to-sales multiples of 

comparable firms have only modest predictive ability without further adjustments. 

 

Another factor we could have looked at is whether the firm was backed by venture 

capitalists (VC) or owned by a private equity (PE) fund. Statistics provided by 

Ritter (2017) from 1980 - 2015 found that IPOs that was VC-backed had an average 

initial return of 26.9% versus non VC-backed IPOs of 12.6%. For companies 

backed by PE-fund, the average initial return was 8.9% versus non PE-fund of 

13.7% (Ritter, 2017).  

 

Finally, offer type is a factor that previously have explanatory power on the 

underpricing phenomenon. Ritter (1987) found that on average the amount of 

underpricing is greater with best effort than firm commitment. Usually, smaller 

firms will choose best effort over firm commitment and some of the differences 

will be wiped away when he holds size constant and adjust for economies of scale. 

Firms picking firm commitment raised on average four times more capital than 

firms picking best effort. 72% of the firms raising less than $2 million choose best 

effort. Average initial underpricing is 14.8% for first commitment and 47.78% for 

best efforts. This is in line with what we have indicating throughout this study and 

also in line with our findings. Larger, more mature companies have on average less 

underpricing than smaller, younger companies. 
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6. Conclusion 
 
In this thesis, we have found that in our sample of 455 IPOs done in Norway, 

Denmark, Sweden and Finland between 2010 - 2018 the average underpricing is 

6.32%. This is in line with what previous research has found on the Nordic market. 

From hypothesis 1, we were able to conclude that the IPOs in our sample were 

significantly underpriced. We From the descriptive statistics we find the technology 

sector to be the most underpriced with a mean of 10.14%. Previous studies done on 

both the U.S. market and markets in the Nordic countries have often found this to 

be substantially higher, but these studies often include the time period around 2000 

where technology IPOs was significantly underpriced. A lower underpricing today 

than in previous studies is in line with what we should expect as the sector now is 

more mature. For investors, this study also confirms that investing in IPOs has on 

average yielded a positive return. 

 

The technology sector has the highest underpricing of all sectors with a mean of 

10.14%. Despite this, we are not able to find significant differences in the 

distribution of underpricing between industries. However, we find a statistically 

significant difference in technology industry variance compared to the market 

average. We have therefore found indications that it is challenging for investment 

banks to value technology IPOs. We discussed common valuation techniques used 

by underwriters in section 3.1 and we saw that underwriters use multiples 

techniques when valuing IPOs, but still has problems with meeting the valuation in 

the market. This is especially clear for the technology sector where we found a 

higher variance. As technology firms often has high growth opportunities, most 

valuation techniques are sensitive to future forecasts and assumptions, leading to 

difficulties in consensus valuations.  

 

Further, we are not able to conclude that younger companies on average experience 

more underpricing than older companies. In our sample, older firms have a higher 

underpricing by looking at the mean than younger firms which contradicts theory, 

but the findings are not significant. We find that the standard deviation of younger 

firms is higher than older firms, indicating that younger firms varies more in both 

ends of the scale.  
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From our first regression model, the only variable that is statistically significant is 

offer size. The positive coefficient contradicts the predictions from asymmetric 

information theory - as from there we would expect companies going public with a 

smaller offer size to be more underpriced i.e. a negative coefficient. We also find 

that the young dummy has a negative relationship which may indicate younger 

firms tend to be more underpriced, but the effect is not significant. None of our firm 

specific variables such as age, revenues or EBIT was effective indicators of 

underpricing. Age, which previously has been found to be a variable affecting 

underpricing, is not significant. Revenues and EBIT was also not significant when 

looking at the results from our regression analysis. This is as we expected as these 

variables should already been taken into account in the valuation of the IPO. When 

we conduct technology specific regression, we find similar results. 

 

In this thesis, our focus has been on the short-term performance of Nordic IPOs. 

Therefore, a suggestion for future research would be to extend this study and also 

take into account the long-term performance of IPOs. By including a longer time 

frame, we would have increased the sample size significantly and also been subject 

to different market conditions and better investigate the “hot issue” theory. As we 

have included shares traded on secondary exchanges, we are also prone to other 

factors that could affect the underpricing such as larger bid-ask spreads due to lower 

liquidity in these markets. If future studies are able to adjust for this in some way, 

they could make even more robust findings on the underpricing phenomena than 

what we have. We also believe that including secondary markets in analysis is 

important, as most studies are done only on main markets so there is room for more 

empirics on this subject. Looking at the long-term performance on IPOs done on 

both main and secondary markets could be an interesting topic further research to 

see if listing on different markets yield different results in the long-run. 
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8. Appendices 

8.1 Appendix A 

Exchange Company Size Number of shareholders and 

spread of ownership 

Other requirements 

Oslo Børs NOK 300 

million 

  

500 shareholders each holding 

shares with a value of at least 

NOK 10.000. 25% publicly 

held. 

A history of the company 

and its business activities 

spanning at least three 

years. 

Oslo Axess Market value 

of at least 8 

NOK million 

  

At least 100 shareholders each 

holding shares with a value of 

at least 10.000 NOK. 25% 

publicly held. 

Submitted at least one 

annual or interim report. 

Instigated planned 

business activity. 

Stockholm EUR 1 million Sufficient number of 

shareholders (500 in 2013). 

25% publicly held. 

Issuer shall have 

complete annual accounts 

for at least three years 

Spotlight No specific 

size 

requirement 

At least 300 shareholders, each 

having a holding worth at least 

SEK 4.000. 10% publicly held. 

At the time of listing the 

Company must show that 

it is capable of making a 

profit. 

FN Stockholm No specific 

size 

requirement 

At least 300 Qualified 

Shareholders holding shares 

with a value of at least EUR 

500.  10% publicly held. 

The Issuer shall be able 

to demonstrate ongoing 

business operations. 

Nordic GM No specific 

size 

requirement 

300 shareholders, each holding 

share worth in total 

approximately SEK 5,000. 

10% publicly held. 

The Company must 

demonstrate that it 

possesses earnings 

capacity. 

Copenhagen EUR 1 million Sufficient number of 

shareholders (500 in 2013). 

25% publicly held. 

Issuer shall have 

complete annual accounts 

for at least three years 

FN Denmark No specific 

size 

requirement 

300 Qualified Shareholders 

holding shares with a value of 

at least EUR 500.  10% 

publicly held. 

The Issuer shall be able 

to demonstrate ongoing 

business operations. 

Helsinki EUR 1 million Sufficient number of 

shareholders (500 in 2013). 

25% publicly held. 

Issuer shall have 

complete annual accounts 

for at least three years 

FN Finland No specific 

size 

requirement 

300 Qualified Shareholders 

holding shares with a value of 

at least EUR 500.  10% 

publicly held. 

The Issuer shall be able 

to demonstrate ongoing 

business operations. 
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Note 1: “Public hands” means a person who directly or indirectly owns less than 

10 percent of the Issuer’s shares or voting rights (Nasdaq , 2018). 

Note 2: Rules for issuing from 2013 describes the sufficient number of 

shareholders as 500, but new rules only state a “sufficient number of 

shareholders” on the Nasdaq Stockholm/Copenhagen/Helsinki exchanges. 

Table 12 - Listing requirements of the Nordic stock exchanges 

8.2 Appendix B  

Figures showing distributions of independent variables. Before and after 

adjustments. 

 

Figure 13 - Revenue raw data vs log Revenue adjusted for firm size 

 

Figure 14 - EBIT raw data vs winsorized EBIT adjusted for firm size 
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8.3 Appendix C 

 

Figure 15 - Normal probability plot of raw data regression 

 

Figure 16 - Normal probability plot of winsorized data regression. 

As we observe, in the second plot, the quantiles are much closer to normal 

compared to the first plot.  

8.4 Appendix D 

Regression diagnostics - these plots are related to our main regression model, 

presented in section 4.2.4 and 5.6. By visualizing, we can see whether OLS is a 

good fit for our data. In addition, we are able to observe outlier effects. For instance, 

EBIT is highly centered around zero and with very few observations on both sides 

which affects our results. If we look at figure X.X (LN Offer Size), we can observe 

a very smooth linear line which fits the data. 
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Figure 17 - Regression plots for LN Age 

 

Figure 18 - Regression plots for EBIT winsorized 

 

Figure 19 - Regression plots for LN Revenue 
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Figure 20 - Regression plots for LN Offer Size 
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