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Introduction

This dissertation consists of four paper: “Fixing the fix? Assessing the Effectiveness of the 4PM Fix Benchmark”, “Trading strategies and information flow around price benchmarks”, “A note on optimal trade times for financial quotes with a last look”, and “Order anticipation and large traders - evidence from FX markets”. In this section I provide a brief summary of each of them.

In the first paper, “Fixing the fix? Assessing the Effectiveness of the 4PM Fix Benchmark”, we examine the design and effectiveness of the 4pm Fix, the largest benchmark in FX markets. We study trading around the benchmark between 2012 and 2017 with a unique dataset that allows us to identify the actions of individual traders. These data provide new insights into how trading decisions affect the properties of the Fix benchmark, and how the presence of the Fix affects trading patterns. Two events are the particular focus of our analysis: the 2013 allegations that major banks had been colluding to rig the 4pm Fix, and the 2015 reform of the benchmark methodology.

In the second paper, “Trading strategies and information flow around price benchmarks”, I characterize equilibrium pricing and trading strategies in a competitive market where a subset of liquidity traders have a preference for executing their trades at a benchmark price. The model explains recent empirical evidence from foreign exchange markets, including those of my first chapter.

In the third paper, “A note on optimal trade times for financial quotes with a last look”, we model the option value embedded in "last look"-quotes, building on results from option pricing theory. We introduce the time-changed discrete Levy process as a model for price dynamics, in order to account for realities of high-frequency financial prices, and we show how the optimal stopping problem associated to the quote can be solved via Least Squares Monte Carlo. For various special cases we provide explicit formulae. We also solve the optimal stopping problem for the cases where the price process follow a Brownian motion, and a Skellam process.
In the fourth paper, “Order anticipation and large traders - evidence from FX markets”, we provide novel evidence on how a major FX dealer bank adjusts its inventory before particularly large customer orders are executed. This is to our knowledge the first time such evidence is presented. We also study pre-trade price dynamics, and show that the observed price patterns differ significantly before large customer trades than at other times. Our results indicates that pre-trade price impact is a significant source of indirect trading costs for these orders.
Chapter 1

Fixing the Fix? Assessing the Effectiveness of the 4PM Fix Benchmark

MARTIN D.D. EVANS, GEORGETOWN UNIVERSITY

PETER O’NEILL, FINANCIAL CONDUCT AUTHORITY

DAGFINN RIME, BI NORWEGIAN BUSINESS SCHOOL

JO SAAKVITNE, BI NORWEGIAN BUSINESS SCHOOL

Abstract

We examine the design and effectiveness of the 4pm Fix, the most important benchmark in FX markets, using a unique dataset of trader identified order-book data from an inter-dealer venue. We propose and examine new measures of benchmark quality and examine changes to market liquidity and trader behaviour. Benchmark quality, measured as price efficiency and robustness, improves after the lengthening of the fix window to 5 minutes, but comes at the cost of a significant increase in tracking error for users of the benchmark. We also find that quoted spreads and price impact increase following the window lengthening, with HFTs trading more aggressively during the fix.

1.1 Introduction

This study examines the most important benchmark in the foreign exchange (FX) market: the WM/R 4pm Closing Spot Rate, also known as ‘the 4pm fix’. We study trading around the benchmark between 2012 and 2017 with a unique dataset that allows us to identify the actions of individual traders. These data provide new insights into how trading decisions affect the properties of the fix benchmark, and how the presence of the fix affects trading patterns. Two events are the particular focus of our analysis: the 2013
allegations that major banks had been colluding to rig the 4pm fix, and the 2015 reform of the benchmark methodology.

Benchmarks have played a significant role in markets for centuries. They are particularly important in markets, such as FX, that are fragmented and characterised by a significant amount of bilateral trading. In these markets, a benchmark reduces information asymmetries between dealers and their clients, increasing price transparency and reducing search costs (Duffie et al., 2017). Benchmarks are also hugely important for reference purposes, the WM/R rate is used as an input in MSCI and FTSE indices that funds totalling $6tn in net assets reference and track against (Mooney, 2016). Financial benchmarks are also widely used as reference rates to settle derivative contracts, and a broad range of participants rely on benchmarks as a fair and transparent price to execute, or for valuation purposes — to rebalance funds or portfolios.

The main contribution of this paper is to inform optimal benchmark design, through a characterisation of a benchmark’s effectiveness and the liquidity in the market it references around two significant events: the dealer collusion revelations in 2013, and the change to the benchmark calculation methodology in 2015. We utilise a unique data set that includes participant identities — a crucial requirement to examine fix-trading behaviours. Very little research has been done on this before, as the earlier academic research on FX benchmark rates has been focused on examining price patterns around the fix window and related manipulative practices. We also make a significant contribution to the FX microstructure literature as the first study, in recent years, to provide liquidity metrics for a major inter-dealer venue that can only be derived from full orderbook data.

Firstly, we classify and measure the usefulness of the fix rate along three dimensions: how closely it represents rates throughout the day (representativeness); the extent that market participants can replicate the fix rate through their own trading (attainability) and how resilient it is to manipulation (robustness). This paper is among the first to propose benchmark-effectiveness measures. Duffie and Dworczak (2018), in a theoretical model, examines robustness and estimation efficiency — which is an abstraction similar to our representativeness measure. We find that the representativeness of the benchmark has increased after the lengthening of the benchmark window in 2015. We also find that, after this lengthening, the robustness of the benchmark increased, but at the cost of a reduction in attainability.

A benchmark is **representative** if it accurately represents prices of the underlying asset
throughout the day. Representativeness is an important attribute of all financial benchmarks. Benchmark rates that often take on extreme values compared with rates at other times of the day are not very representative. Furthermore, price dynamics during and around the fix window should not exhibit clear signs of market inefficiencies such as short-term predictability and strong price reversals. We find that short-term price reversals in prices around the fix decrease steadily throughout our sample period, and disappear from 2015 onwards. This coincided with changes in trading behaviour of several types of market participants — dealer banks began doing relatively less trading before the fix and more during the fix, the total trading volume of dealers that were subsequently fined for rigging decreased by one fifth, and direct trading costs in the largest currencies in our sample decreased by 5 to 10% relative to other times of the day.

Attainability is a particular concern for trade-based benchmarks — benchmarks that are calculated by sampling trades on a reference market during a pre-defined window. Users of the benchmark may try to ‘attain’ the benchmark price by trading during this sampling window, but encounter tracking error when their trade prices vary from the benchmark price — due to factors such as the benchmark taking a median of a subset of trades. We find that the change to lengthen the reference window, which was recommended by the Financial Stability Board (FSB, 2014) and implemented by WM/R, reduced attainability (or tracking error) by a magnitude of between 2 and 5 times for the largest currencies in our sample. This significantly increases the tracking error of market participants, and thus trading costs, for those participants that use the benchmark for rebalancing purposes.

Robustness refers to the extent that a benchmark is susceptible to manipulation. We show that the changes implemented in 2015 to increase the fix window have increased robustness. We show that the introduction of outlier trades in a simulated price series, has half the impact with a 5-minute fix window in comparison to a 1-minute window. However, we also show that the impact in both settings is economically small, at less than 1 basis point. We suggest that this is because the existing benchmark design — its sampling method and use of medians — is highly robust to our method of simulating outlier (manipulative) trades.

Secondly, a well-functioning benchmark depends upon a liquid reference market. A useful and popular benchmark can also cause an agglomeration of liquidity (Duffie and Stein, 2015a). Liquidity is, therefore, both a determinant of a benchmark’s effectiveness and an outcome of it — for example, if a benchmark is more attainable, representative
and robust, then it encourages more participation, which begets liquidity and enhances its effectiveness further. We examine how liquidity has evolved during our sample period. After the revelations of rigging in 2013, we find that trading costs during the fix have decreased, in the form of lower quoted spreads. After the lengthening of the fix window in 2015, quoted spreads and price impact rose, while orderbook depth decreased. These aggregate effects coincided with changes in the trading patterns of participants, particularly an increase in ‘aggressive’ or ‘liquidity-taking’ trading behaviour of high frequency traders (HFTs) around the fix window.

Thirdly, we document that, despite much controversy following the dealer collusion revelations in 2013, the benchmark is still very important. Both trading volume and the composition of participant types are broadly unchanged over our sample period. However, we do observe significant adjustments in trading patterns after key events in our sample: collusion revelations in 2013 and after changes to the benchmark calculation methodology in 2015.

Lastly, the changes made to the 4pm benchmark that we examine in this paper highlight the general trade-off that exists between attainability and robustness. For example, the benchmark calculation method ensures uncertainty about which trades are selected in its sample, which makes the benchmark harder to manipulate but also harder to attain. We discuss several incremental changes to the benchmark methodology that might increase its attainability without significantly reducing its robustness.

Section 1.2 describes the role of benchmarks and details of the 4pm fix, and discusses academic literature. Section 1.3 describes our data and measures, and provides descriptive statistics. Section 1.4 assesses how the benchmark’s representativeness, attainability and robustness are affected by the 2013 media event, and the 2015 change in the window-calculation methodology. Section 1.5 assesses the change in liquidity of the underlying FX market around the fix. Section 1.6 relates our findings to the optimal design of benchmarks, and Section 1.7 concludes.

1.2 Background

1.2.1 Role of Benchmarks in Markets

Despite the importance of benchmarks to markets, only recently has academic research begun to examine them. Duffie and Stein (2015a) characterise the benefits that bench-
marks bring to markets, including lower search costs, higher market participation, better matching efficiency and lower moral hazard in delegated execution, and lower trading costs associated with higher liquidity at the benchmark. These benefits result in agglomeration, wherein participants choose to trade at the benchmark price, as the benefits of the benchmark outweigh their idiosyncratic reasons to trade without using it (to trade a time period away from it). Agglomeration then increases the benchmark’s benefits, which then drives feedback effects. Duffie et al. (2017) propose a theory model in which the introduction of a benchmark in a bilateral OTC market improves liquidity by reducing market participant’s search frictions. Aquilina et al. (2017) examine the reform of the ISDAFIX\textsuperscript{1} interest rate swap benchmark in 2015, finding an improvement in liquidity, which they argue arises from increased transparency associated with a market-derived, rather than submission-based, benchmark.

There is comparatively more research on the manipulation of benchmarks, largely precipitated by the London Interbank Offered Rate (LIBOR) scandal, beginning with Abrantes-Metz et al. (2012), who examine the 1-month LIBOR rate. There have been some efforts to describe the characteristics, or optimal design, of effective benchmarks. Duffie and Stein (2015a) argue that benchmarks should be derived from actual transactions, and Duffie and Dworczak (2018) demonstrate that benchmarks are more susceptible to manipulation if their reference market is more thinly traded. In their model, they characterise the choice benchmark administrators must make when designing their benchmark: they must trade off its robustness to manipulation against its efficiency\textsuperscript{2} of estimating an asset’s value. The International Organization of Securities Commissions (IOSCO) proposed a set of ‘Principles of Effective Benchmarks’\textsuperscript{3} in 2013, which include ensuring it is appropriate to the reference market’s size, liquidity, and price dynamics; ensuring it is based on observable arm’s length transactions; and that the methodology should be transparent.

\textsuperscript{1}International Swaps and Derivatives Association Fix.
\textsuperscript{2}Efficiency, in this model, is defined as the extent to which the benchmark estimates the asset’s value without error within the calculation window. We refer to a similar concept as representativeness in our paper, meaning the extent that the benchmark price is an accurate reflection of prices throughout the day.
\textsuperscript{3}Most of these principles relate to governance procedures of benchmark administrators and submitters, rather than the design of benchmarks.
1.2.2 The 4pm Fix and the FX market

This study examines the largest benchmark price in the spot foreign exchange markets: the WM/R Closing Spot Rate (known as ‘the 4pm Fix’) and a market it sources prices from: Thomson Reuters Matching. The spot FX market is composed of inter-dealer and single-dealer venues. The dominant inter-dealer venues are Thomson Reuters Matching and EBS. In the determination of the 4pm Fix, rates are taken from these venues, as well as a third dealer-customer platform named Currenex for some currencies.

The 4pm Fix benchmark calculation methodology is published by Reuters (2017), but essentially consists of sourcing trades from the interdealer platforms during the fix window, as well as the quoted spread at the time of the trade. Median prices are then calculated separately for trades that execute at the bid (along with the opposing ask at the time), versus trades that execute at the ask/offer (along with the opposing bid at the time). The fix price is then taken as the mid-rate of these two medians. A bid and offer is also published, which is calculated as the higher of the median quoted spreads at the time of the trade, or a predefined minimum spread — this ensures the spread is always positive and economically significant. A single trade is captured each second from each of the reference platforms. Where there are insufficient trades, best bid and offer rates are instead captured. Prior to 15 February 15 2015 this was a 1-minute window: 3:59:30 to 4:00:30. The fix window is now a 5-minute period from 3:57:30 to 4:02:30 London local time. We present a more detailed explanation of the methodology in Section 1.1.

The FX market is the most heavily traded market in the world, with $1.7tn executed in spot FX per day in April 2016, down from $2tn in April 2013, according to the Bank of International Settlements (2016a). Around a third of total FX volume ($5.1tn per day) is in spot, with the rest being swaps and other derivatives. The market is concentrated across certain currency pairs, in 2016 EURUSD accounted for 23% of all spot trading, USDJPY 17.7%, GBPUSD 9.2%, and AUDUSD 5.2%. The UK handles the majority of all FX market trading, with 37% of all volume in April 2016, down from 40.8% in 2013 (Bank of International Settlements, 2016a).

Trading is concentrated on these venues by currency pairs: in the major currencies

---

4For brevity we refer to this as the 4pm Fix throughout this paper.

5In practice this occurs with less liquid currency pairs — see Reuters (2017) for a detailed description of this methodology.
EBS has the majority of EURUSD, USDJPY and USDCHF trading, while Reuters has GBPUSD and AUDUSD and several smaller currencies. These concentrations are difficult to verify, as the venues do not publish statistics, but they are perhaps reflected in the WM/R Closing Price methodology, which sources rates only from Reuters for GBPUSD and AUDUSD.7

1.2.3 Academic Literature

The 4pm Fix

Research that has focused on the 4pm fix in FX markets specifically is largely concerned with its manipulation. Osler et al. (2016) propose a model of dealers colluding, and Duffie and Dworczak (2018) and Saakvitne (2016a) propose models where dealers do not collude. There have also been empirical examinations of the price dynamics around the fix by Evans (2017) and Ito and Yamada (2017), which find returns are consistent with collusive behaviour or individual manipulation or both.

Papers that examine the role and utility of the 4pm fix in markets begin with Melvin and Prins (2015a), which examine its important role in FX hedging by showing that equity market index movements predict end-of-month FX returns. Ito and Yamada (2017) find that trading volumes do not decrease after the extension to 5 minutes and that trading volume is more evenly distributed within the window. Marsh et al. (2017) examine the price discovery during the 4pm fix in the futures market versus the spot market in a recent sample. They find that inter-dealer trades have no price impact on average during the fix period. They explain this by demonstrating that order-flow is less directional in the fix than other intraday periods. Broker ITG examines the fix from an investor perspective by conducting transaction cost analyses of fix trades. They argue that the fix is one of the most volatile intraday periods to trade (ITG, 2014) with average returns of 10 to 25 basis points around the window, which they view as an economically significant implementation shortfall for asset managers. Chochrane (2015) argues that this is still a

6Breedon and Vitale (2010) estimate EBS’ share of EURUSD as at least 88%.
7AUDUSD, USDCAD, USDCKZ, USDDKK, GBPUSD, USDHKD, EURHUF, USDILS, USDMXN, USDNOK, NZDUSD, USDPLN, USDRON, USDSEK, USDSDG, USDTRY and USDZAR are sourced only from Thomson Reuters Matching. USDCNH and USDRUB are sourced from both Thomson Reuters Matching and EBS. EURUSD, USDCHF and USDJPY are sourced from EBS, Currenex and Thomson Reuters Matching (Reuters, 2017).
8The predecessor to this paper is an unpublished working paper from 2010 called ‘London 4pm fix: The most important FX institution you have never heard of’, demonstrating the lack of historical focus.
concern after the extension to 5 minutes in 2015.

**FX Market Microstructure**

We also provide the first taxonomy of trading participants in this market. This extends the work of Chaboud et al. (2014), the first to document the rise of the high-frequency traders in the FX market and their improvements to the efficiency of prices. The nature and existence of private information in FX markets has been a significant research interest, in contrast to equities markets, where its existence is considered uncontroversial. Peiers (1997) finds that Deutsche Bank was an informed trader in the Deutschemark and Ito et al. (1998) and Killeen et al. (2006) also provide evidence for the existence of FX market informed trading.

Academic research on the FX market may also help understand the context of the 4pm fix scandal. Menkhoff (1998) portrays a widespread view among FX dealers that fundamental information is unimportant. This view, alongside the established importance of order flows in driving returns, may have contributed to the collusive behaviours that were uncovered — wherein dealers shared order-flow information ahead of the fix.

Research on liquidity in FX markets has focused on its unique two-tiered structure (interdealer market and dealer markets) and the role of dealers. Melvin and Yin (2000) show a positive relationship between inter-dealer quoted spreads and volume and volatility, and Mende (2006) shows spreads widened on the day of the September 11th attacks. King et al. (2013) summarises unique behaviours of interdealer spreads in comparison to other markets. Dealers do not adjust their quotes to reflect changes in inventory (Bjønnès and Rime, 2005; Osler et al., 2011), and do not quote wider spreads to their informed customers (Osler et al., 2011) so that they can profit from their informed trades. Mancini et al. (2013) show FX liquidity has commonality across currencies with equity and bond markets.
1.3 Data Description

1.3.1 Data Sources

We use proprietary order-book data from Thomson Reuters Matching (TRM) in our analysis, which contains all order-book events from the venue’s matching engine (new orders, cancellations, executions — and subsets therein: hidden orders, non-resting orders, etc.). These events are ordered sequentially and timestamped to the millisecond. The trades contain volume information and directional identifiers. The participant responsible for each event is also included, which map to 838 different legal entities in our sample. The participant identifier is a four character Terminal Controller Identifier (Dealing) Code (TCID). This reconciles to the legal entity name of the trading firm as well as the location of its trading desk. These entities are classified as large broker dealers, commercial banks, asset managers, independent trading firms including HFTs, hedge funds and other participants. Participants can trade directly on TRM as clients of a prime broker (prime broker clients — PBCs), on their own account — as direct participants, or indirectly through their broker — engaging them to trade as their principal or agent. In our data, participants that trade through dealers as PBCs are separately identified. Trades that dealers perform on behalf of clients (whether principal or agency) are not separately identified from their own proprietary trades. The details of our classification methodology are presented in the Appendix, in Section 1.2.

Our sample period is approximately two and a half years from the 28 October 2010, to the 5 June 2015, and around 6 months from the 15 January 2017 to the 14 June 2017. This reflects the choice by the FCA for a sample period spanning the significant events for the fix, and a more recent period. This request excluded 2016 to reduce the collection burden on firms. The currency pairs in our sample are AUDUSD, EURHUF, EURSEK, EURUSD and GBPUSD. Reuters is one of the most important inter-dealer platforms for FX, and is the only reference market for the calculation of the WM/R fix in all of the pairs in our sample except EURUSD. Trades on the inter-dealer venue are purely wholesale in nature as the minimum trade size is one million of the respective base currency: GBP, EUR or AUD. We remove trading holidays and weekends from our sample, as these periods have very low trading and liquidity. We source historical 4pm

---

9 This data was obtained directly by the FCA for market monitoring and research purposes.
10 These relationships are analogous to those found in equity markets: Direct Market Access (DMA) through member firms, member firms and clients of member firms.
11 EURUSD takes rates from the EBS and Currenex markets as well as TRM.
fix prices from Datastream.

We also incorporate data from Thomson Reuters Tick History for our control variables that measure changes in volatility, carry and the TWI of USD. Volatility is taken from the one-week implied volatility of OTC options contracts, carry\textsuperscript{12} is taken from the Deutsche Bank ‘Balanced Currency Harvest USD’ and the TWI\textsuperscript{13} of USD is taken from the Deutsche Bank ‘Short USD Currency Portfolio Index - Total Return ETF’\textsuperscript{14}.

We obtain macro news announcements from ‘FX Street’, which provides a complete history of all currency-related macro news, including central-bank announcements, speeches, economic news releases and confidence indices. Each release is assigned a ‘volatility rating’ of 1 to 3.\textsuperscript{15}

1.3.2 Market Structure and Composition over Time

Liquidity Measures

The unique nature of our data allows us to compute measures of trading behaviour on the level of individual market participants (TCIDs). Using the classification scheme described in Section 1.2 we aggregate these measures into category-wide variables.

We implement a range of market quality measures in this paper, which are discussed in more detail in Section 1.5. We detail two of these measures here, that we calculate on a participant category basis. We also compute a range of other variables: number of messages, number of aggressive and passive trades, average life of quotes, flow, VWAP and trade imbalance for each individual participant TCIDs. Some of these merit closer

\textsuperscript{12}Carry is the return obtained from holding an asset, which in an FX context refers to the a collection of assets that make up a ‘carry trade’. This trade involves borrowing a currency with a low interest rate and buying a currency with a high interest rate.

\textsuperscript{13}Trade Weighted Index: An index that aims to measure the effective value of an exchange rate by compiling a weighted average of exchange rates of home versus foreign currencies, with the weight for each foreign country equal to its share in trade.

\textsuperscript{14}The RIC codes for the OTC options contracts are: GBPSWO=, AUDSWO=, EURUSWO=, EURSEKSWO=, EURHUFSWO=. Short USD Currency Portfolio Index — Total Return ETF: DBUSD-DXSI, Balanced Currency Harvest USD: DBHVBUSI.

\textsuperscript{15}News rated 3 is the highest, and consists of official rates announcements, monetary policy meeting minutes, CPI releases, Bank Governor speeches, non-farm payrolls, etc.
The effective spread is computed as the difference between the trade price and the midpoint multiplied by two. This is, effectively, the quoted spread prevailing in the market at the time of a trade. We use the quoted spread prevailing before the market order that triggered the trade arrived (otherwise the effective spread would typically be nil). The effective spread is computed as:

$$\text{EffectiveSpread} = 2q\left(\frac{p_\tau - m_\tau}{m_\tau}\right)$$

where $p_\tau$ is the transaction price, $m_\tau$ is the midpoint of the best bid and offer (BBO) at the time of the trade, and $q$ indicates the direction of the trade (+1 for buyer-initiated trades and -1 for seller initiated trades) which is taken from the initiator identifier in the orderbook data.

Price impact is computed for each individual trade, as the midpoint prevailing $m$ seconds after a trade $i$, minus the midpoint at the time of a trade. We compute price impacts for 1 millisecond, 1 second, 5 seconds, 1 minute and 5 minutes. When aggregating over periods we use volume-weighted means. We only compute price impact from the perspective of the aggressive side of the trade. Price impact is computed as:

$$\text{PriceImpact}_{i,t} = q_{i,t}(m_{i,t+m} - m_{i,t})/m_{i,t}$$

Flow is the amount bought minus the amount sold by an individual TCID over a given time period. When aggregating flow over a given participant category, we sum the flow of the individual participants. Naturally, the flow summed across all TCIDs is always nil. We compute separate variables for aggressive and passive flow.

VWAP is the volume-weighted average transaction price attained by all TCIDs in a given category over a given time period.

Trade imbalance is the ratio of flow to volume, computed for each individual participant TCID. It is a measure of the one-sidedness of a participant’s trading activity: if all trades are in the same direction, the trade imbalance is 1. If the participants buys and sells in equal amounts over a given time interval, the trade imbalance is 0. When aggregating trade imbalance over a participant category, we volume-weight the individual
imbalances of the constituent TCIDs.

Market Structure

The WM/R 4pm fix is a benchmark price, which has two broad categories of users: firstly, those that use the fix as a valuation price for constructing indexes (for example, MSCI (2018)) that comprise bonds, equities or instruments in different currencies. This means that passive investment managers and ETFs will incur fund tracking errors unless they trade at this fix price. Melvin and Prins (2015a) cite several surveys that show asset managers hedge most of their exchange-rate exposures.

Second, the benchmark is popular with investors and corporates who may not have FX trading capabilities, or a desire to manage intraday positions, such that a single transparent benchmark price is preferable. Such firms may issue a ‘standing instruction’ to the custodian of their investments to automatically execute FX positions at the benchmark (DuCharme, 2013) or to their brokers as ‘trade at fix orders’.

Despite the 4pm fix’s importance, there is no information available on which participants use it, how they access or trade with it, and what prices they receive. In this section we provide this information, for the first time, by currency pair, over time and by participant type.

Fix volumes: despite much controversy in recent years, and while volumes traded over our sample spanning 2012 to 2017 in the broader FX market have trended downward, fix volumes appear constant, as detailed in Figure 1.1. We also find that the composition of traders in the fix remains predominantly unchanged (Figure 1.3), though there does appear to be a reduction in share of trading by the major dealers (‘Dealer-R’). Figure 1.2 and Table 1.3 shows the composition of participants in the fix window compared with the control window. The most striking difference is that HFTs have a much lower market share in the fix window than at other times of the day, at 14 and 30% respectively. Dealers, agency brokers and custodians, on the other hand, have a higher share of total volume in the fix window than in our control window.

Composition of fix traders: The most prominent trend in the market share of the different participant groups is the steady decline in the trading volume of the largest dealers (Figure 1.3). In particular, it is interesting to note a sharp decline in the trading vol-
Figure 1.1: Total Volumes - Fix and Control Periods - 2012 to 2017 - GBPUSD and AUDUSD
This chart presents the total volume of trades each month, for GBPUSD and AUDUSD in the 12 to 2pm control period and the fix window period.
Figure 1.2: Trading Volume by Participant Categories - Fix and Non-Fix
This chart presents the proportion of total volume for each participant class, in the 12 to 2pm control period and the fix window period, calculated by the pooling GBPUSD and AUDSUSD in the entire 2012-2017 sample period.
ume of the dealers that were later fined for illegal trading practices, and a corresponding increase in the volume of other dealers, from the second quarter to the fourth quarter of 2013, around the time when the first news stories about rigging of the 4pm fix was published. It is not possible to determine if this decline is prompted from the dealers themselves reducing their fix-related trading or their clients switching dealers.
Figure 1.3: Trading Volume % by Participant Categories - by Month
This chart presents the proportion of total volume for each participant class in the fix window period, calculated by the pooling GBPUSD and AUDSUSD each month in the 2012 to 2017 sample period.
**Table 1.1: Summary Statistics During the Fix by Currency-Year**

Volume is total volume during the fix window. Depth is computed as the average of depth at bid and offer sides of the book (at the best bid and offer and the top 10 levels or all levels). Mean number of messages (‘#msg’), quote life (‘q.lif’), unique TCIDs (‘#TCIDs’), number of trades (‘#trades’) and number of aggressor trades (‘#agr.trades’) are calculated across all currency-dates. #agr.trades is smaller than #trades because it doesn’t include the component orders that make up a trade - of which there are least 2. Quoted spread (‘Qtd.Sprd’) is time-weighted, effective spreads (‘Eff.Sprd.’) and price impact (PI) is volume-weighted in basis points.

<table>
<thead>
<tr>
<th>Pair</th>
<th>Year</th>
<th># TCIDs</th>
<th>Volume</th>
<th>Depth</th>
<th>Depth</th>
<th>Depth</th>
<th>#msg</th>
<th>q.lif</th>
<th># TCIDs</th>
<th># trades</th>
<th>Qtd. Sprd</th>
<th>Eff. Sprd</th>
<th>PI 1ms</th>
<th>PI 1s</th>
<th>PI 5s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2012</td>
<td>54.2</td>
<td>557.7</td>
<td>17.2</td>
<td>167</td>
<td>336.2</td>
<td>1623.4</td>
<td>93.43</td>
<td>251.7</td>
<td>97.8</td>
<td>1.1</td>
<td>0.58</td>
<td>0.62</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2013</td>
<td>51.4</td>
<td>604.5</td>
<td>14.6</td>
<td>122.9</td>
<td>288.8</td>
<td>1454.8</td>
<td>85.52</td>
<td>261.8</td>
<td>104.8</td>
<td>1.25</td>
<td>0.71</td>
<td>0.76</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>audusd</td>
<td>2014</td>
<td>45.6</td>
<td>463</td>
<td>13.5</td>
<td>117.5</td>
<td>298.9</td>
<td>1375.6</td>
<td>104.56</td>
<td>217.3</td>
<td>88.6</td>
<td>1.37</td>
<td>0.69</td>
<td>0.78</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>48.4</td>
<td>442.3</td>
<td>7</td>
<td>85.5</td>
<td>277.8</td>
<td>1345.6</td>
<td>69.27</td>
<td>314</td>
<td>136.7</td>
<td>1.93</td>
<td>1.06</td>
<td>1.2</td>
<td>1.38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2017</td>
<td>43.2</td>
<td>298.1</td>
<td>7.4</td>
<td>92.3</td>
<td>319.5</td>
<td>3873.5</td>
<td>93.31</td>
<td>221.4</td>
<td>95.4</td>
<td>1.77</td>
<td>0.96</td>
<td>1.19</td>
<td>1.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2012</td>
<td>9.2</td>
<td>12.8</td>
<td>1.8</td>
<td>4.7</td>
<td>33.3</td>
<td>53.7</td>
<td>494.75</td>
<td>9.8</td>
<td>6.1</td>
<td>4.43</td>
<td>2.9</td>
<td>1.79</td>
<td>1.82</td>
<td>2.22</td>
</tr>
<tr>
<td></td>
<td>2013</td>
<td>9.8</td>
<td>13.8</td>
<td>1.9</td>
<td>4.9</td>
<td>33.1</td>
<td>78.1</td>
<td>445.24</td>
<td>11</td>
<td>6.3</td>
<td>4.36</td>
<td>2.7</td>
<td>2.04</td>
<td>2.35</td>
<td>2.57</td>
</tr>
<tr>
<td>eurhuf</td>
<td>2014</td>
<td>10.5</td>
<td>13.5</td>
<td>2</td>
<td>4.9</td>
<td>31.7</td>
<td>93.7</td>
<td>282.61</td>
<td>11.1</td>
<td>6.2</td>
<td>4.36</td>
<td>2.7</td>
<td>2.04</td>
<td>2.35</td>
<td>2.57</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>15.9</td>
<td>27.3</td>
<td>2</td>
<td>4.6</td>
<td>28.5</td>
<td>315</td>
<td>193.59</td>
<td>24</td>
<td>12.3</td>
<td>6.09</td>
<td>2.4</td>
<td>2.19</td>
<td>2.39</td>
<td>2.37</td>
</tr>
<tr>
<td></td>
<td>2017</td>
<td>16.1</td>
<td>26.7</td>
<td>2.2</td>
<td>8.4</td>
<td>39.1</td>
<td>789</td>
<td>139.75</td>
<td>24.1</td>
<td>12.9</td>
<td>3.76</td>
<td>2.6</td>
<td>1.16</td>
<td>1.23</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>2012</td>
<td>28.1</td>
<td>153.2</td>
<td>3.2</td>
<td>6.4</td>
<td>52.3</td>
<td>471.1</td>
<td>43.92</td>
<td>93.3</td>
<td>42.5</td>
<td>1.76</td>
<td>1.4</td>
<td>0.99</td>
<td>0.92</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>2013</td>
<td>27.3</td>
<td>139.9</td>
<td>3.1</td>
<td>6</td>
<td>52.9</td>
<td>573.8</td>
<td>23.56</td>
<td>85.2</td>
<td>39.1</td>
<td>1.94</td>
<td>1.5</td>
<td>1.11</td>
<td>1.12</td>
<td>1.34</td>
</tr>
<tr>
<td>eursek</td>
<td>2014</td>
<td>26.2</td>
<td>135.2</td>
<td>3.2</td>
<td>5.9</td>
<td>42.7</td>
<td>577.8</td>
<td>21.32</td>
<td>83.6</td>
<td>38.3</td>
<td>2.24</td>
<td>1.5</td>
<td>1.31</td>
<td>1.38</td>
<td>1.48</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>30.1</td>
<td>171.8</td>
<td>2.7</td>
<td>4.9</td>
<td>50</td>
<td>230.6</td>
<td>12.91</td>
<td>128</td>
<td>60.4</td>
<td>3.22</td>
<td>2.2</td>
<td>1.31</td>
<td>1.47</td>
<td>1.76</td>
</tr>
<tr>
<td></td>
<td>2017</td>
<td>31.2</td>
<td>137.7</td>
<td>3.2</td>
<td>15.6</td>
<td>104</td>
<td>1837.8</td>
<td>34.4</td>
<td>115.4</td>
<td>55.2</td>
<td>1.97</td>
<td>1.3</td>
<td>0.78</td>
<td>1.11</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>2012</td>
<td>16.8</td>
<td>11.8</td>
<td>2.8</td>
<td>30.7</td>
<td>49</td>
<td>731.5</td>
<td>44.9</td>
<td>7.9</td>
<td>4.6</td>
<td>1.21</td>
<td>0.9</td>
<td>0.43</td>
<td>0.61</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>2013</td>
<td>12.3</td>
<td>9</td>
<td>2.5</td>
<td>36.8</td>
<td>60</td>
<td>495</td>
<td>70.31</td>
<td>6.3</td>
<td>4.3</td>
<td>1.7</td>
<td>1.2</td>
<td>0.96</td>
<td>0.93</td>
<td>0.91</td>
</tr>
<tr>
<td>eurusd</td>
<td>2014</td>
<td>9.5</td>
<td>7.8</td>
<td>2.3</td>
<td>38.9</td>
<td>60</td>
<td>326.9</td>
<td>149.65</td>
<td>5.7</td>
<td>3.5</td>
<td>1.62</td>
<td>1.1</td>
<td>0.87</td>
<td>0.82</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>15.4</td>
<td>19.8</td>
<td>2</td>
<td>37.5</td>
<td>55</td>
<td>1659.8</td>
<td>23.85</td>
<td>14.3</td>
<td>7.6</td>
<td>2.26</td>
<td>1.4</td>
<td>1.14</td>
<td>1.3</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>2017</td>
<td>16.5</td>
<td>29.9</td>
<td>1.4</td>
<td>15.8</td>
<td>54.2</td>
<td>2099.2</td>
<td>21.94</td>
<td>26.8</td>
<td>13</td>
<td>1.19</td>
<td>0.9</td>
<td>0.75</td>
<td>0.81</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2012</td>
<td>48.7</td>
<td>413.2</td>
<td>9.2</td>
<td>99.8</td>
<td>173.1</td>
<td>1602.7</td>
<td>45.54</td>
<td>213.1</td>
<td>87</td>
<td>0.85</td>
<td>0.8</td>
<td>0.58</td>
<td>0.58</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>2013</td>
<td>49.3</td>
<td>449.5</td>
<td>8.7</td>
<td>85.9</td>
<td>188.1</td>
<td>1598.4</td>
<td>48.45</td>
<td>230.4</td>
<td>97.9</td>
<td>0.96</td>
<td>0.8</td>
<td>0.58</td>
<td>0.62</td>
<td>0.68</td>
</tr>
<tr>
<td>gbpusd</td>
<td>2014</td>
<td>44.1</td>
<td>345.1</td>
<td>8.7</td>
<td>76.9</td>
<td>174.6</td>
<td>1425.1</td>
<td>69.52</td>
<td>191.8</td>
<td>82.5</td>
<td>0.91</td>
<td>0.7</td>
<td>0.48</td>
<td>0.53</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>2015</td>
<td>46.5</td>
<td>394.8</td>
<td>4.8</td>
<td>49.7</td>
<td>161.8</td>
<td>3578.6</td>
<td>37.71</td>
<td>299.9</td>
<td>135.8</td>
<td>1.33</td>
<td>0.9</td>
<td>0.64</td>
<td>0.8</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>2017</td>
<td>48.7</td>
<td>463.5</td>
<td>4.6</td>
<td>58.3</td>
<td>299.3</td>
<td>5000.6</td>
<td>47.72</td>
<td>363.6</td>
<td>159.4</td>
<td>1.28</td>
<td>0.9</td>
<td>0.7</td>
<td>0.93</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 1.2: Mean daily fix volume as share of control window volume. The mean trading volume in the fix is calculated for the currency-year and divided by the mean trading volume in the control window of 12 to 2pm.

<table>
<thead>
<tr>
<th>year</th>
<th>audusd</th>
<th>eurhuf</th>
<th>eursek</th>
<th>eurusd</th>
<th>gbpusd</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>0.20</td>
<td>0.06</td>
<td>0.20</td>
<td>0.02</td>
<td>0.20</td>
</tr>
<tr>
<td>2013</td>
<td>0.18</td>
<td>0.05</td>
<td>0.21</td>
<td>0.02</td>
<td>0.16</td>
</tr>
<tr>
<td>2014</td>
<td>0.19</td>
<td>0.05</td>
<td>0.26</td>
<td>0.02</td>
<td>0.16</td>
</tr>
<tr>
<td>2015</td>
<td>0.16</td>
<td>0.11</td>
<td>0.23</td>
<td>0.05</td>
<td>0.17</td>
</tr>
<tr>
<td>2017</td>
<td>0.23</td>
<td>0.18</td>
<td>0.31</td>
<td>0.12</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Fix volume shares across time: most aspects of our data set feature large variation between currency pairs and across time. Table 1.1 shows that GBPUSD and AUDUSD are by far the most active currency pairs in our sample, with average daily volume at the fix of 480 and 400m units of base currency, respectively. EURSEK is at a third place with 140m in daily fix volume, while the trading volume of both EURHUF and EURUSD is much less, at 17 and 14m. EURUSD is of course the most active currency pair in the world in general, but trading is concentrated to other platforms. Of the currencies on our sample, EURSEK is the one that sees the largest relative increase in volume during the fix, with trading volume at the fix being 28% of volume during the control window on average. For AUDUSD and GBPUSD the share is 25 and 23% respectively, while it is only 10 and 6% for EURHUF and EURUSD. Table 1.2 shows the breakdown by year. Trading volume has been steadily declining for AUDUSD over time, while it has been standing still or growing for the other currency pairs.

Fix utilisation: Table 1.3 show the average trading imbalance, which is a measure of directionality of trading or what proportion of trades are in the same direction. This measure proxies for the extent a participant category utilises the fix as a benchmark, with high directionality implying greater utilisation. This measure is calculated for individual participants and averaged by category, and is higher during the fix window, with aggregate averages of 0.85 at the fix versus 0.58 during the control window. HFTs, prop traders and asset managers have lower directionality than participants from other categories, but their directionality is still higher during the fix. HFTs have a particularly low directionality, at 0.23 during the control and 0.63 during the fix. This demonstrates that the fix is (still) very much a mechanism for conducting large rebalancing flows, as described in e.g. Melvin and Prins (2015a); Evans (2017). It also demonstrates that there are participants active in the fix that are not utilising it for benchmark purposes:
HFTs, proprietary traders and asset managers. The trading pattern of HFTs is consistent with different trading strategies, such as market making, going after short-term profit opportunities or high-frequency arbitrage.

Table 1.3: Mean effective spreads, price impacts, volume shares and average imbalances by participant category for the fix and control window. All currencies pooled. Volume share is computed as the sum of traded quantity across all TCIDs in a participant category, divided by all trades in the control window (12 to 2pm) or in the fix window. Average trading imbalance (‘Imbal.’) is first calculated individually for all TCIDs in each category, and then reported as a mean for each category across all currency dates. Effective spread (‘Eff.sprd’) is: \[ 2q \left( \frac{p_t - m_t}{m_t} \right) \]
where \( p_t \) is trade price, \( m_t \) is the midpoint and \( q \) indicates the direction of the trade, expressed in basis points and weighted at the day-currency volume level and then meaned across all currency dates for the participant group. Price impact (‘PI’) is computed as the change in midpoint after \( x \) seconds, divided by the midpoint at the time of the trade in basis points. Price impact is volume-weighted and aggregated in the same manner as effective spread.

<table>
<thead>
<tr>
<th>Category</th>
<th>Eff. Sprd.</th>
<th>PI 1ms</th>
<th>PI 1s</th>
<th>PI 5s</th>
<th>Volm. (ctrl)</th>
<th>Volm. (fix)</th>
<th>Imbal. (ctrl)</th>
<th>Imbal. (fix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agency Broker</td>
<td>1.9</td>
<td>0.51</td>
<td>0.61</td>
<td>0.72</td>
<td>0.0111</td>
<td>0.0361</td>
<td>0.78</td>
<td>0.93</td>
</tr>
<tr>
<td>Asset Manager</td>
<td>0.9</td>
<td>0.81</td>
<td>0.94</td>
<td>0.97</td>
<td>0.0366</td>
<td>0.0442</td>
<td>0.40</td>
<td>0.69</td>
</tr>
<tr>
<td>Central Bank</td>
<td>0.0040</td>
<td>0.0000</td>
<td>0.88</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commercial</td>
<td>0.8</td>
<td>0.32</td>
<td>0.54</td>
<td>0.47</td>
<td>0.0016</td>
<td>0.0040</td>
<td>0.79</td>
<td>0.93</td>
</tr>
<tr>
<td>Commcl. Bank</td>
<td>1.7</td>
<td>0.90</td>
<td>0.95</td>
<td>1.10</td>
<td>0.1448</td>
<td>0.1606</td>
<td>0.69</td>
<td>0.97</td>
</tr>
<tr>
<td>Custodian</td>
<td>1.5</td>
<td>0.58</td>
<td>0.67</td>
<td>0.70</td>
<td>0.0286</td>
<td>0.0683</td>
<td>0.68</td>
<td>0.92</td>
</tr>
<tr>
<td>Dealer - R</td>
<td>1.7</td>
<td>0.99</td>
<td>1.06</td>
<td>1.20</td>
<td>0.2379</td>
<td>0.2811</td>
<td>0.57</td>
<td>0.92</td>
</tr>
<tr>
<td>Dealer</td>
<td>1.7</td>
<td>0.87</td>
<td>0.97</td>
<td>1.05</td>
<td>0.1885</td>
<td>0.2169</td>
<td>0.58</td>
<td>0.91</td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>1.1</td>
<td>0.62</td>
<td>0.76</td>
<td>0.80</td>
<td>0.0167</td>
<td>0.0120</td>
<td>0.70</td>
<td>0.93</td>
</tr>
<tr>
<td>Private Bank</td>
<td>1.1</td>
<td>0.33</td>
<td>0.42</td>
<td>0.33</td>
<td>0.0072</td>
<td>0.0080</td>
<td>0.77</td>
<td>0.97</td>
</tr>
<tr>
<td>Prop - HFT</td>
<td>1.3</td>
<td>0.88</td>
<td>1.08</td>
<td>1.15</td>
<td>0.2959</td>
<td>0.1446</td>
<td>0.23</td>
<td>0.63</td>
</tr>
<tr>
<td>Prop Trader</td>
<td>1.3</td>
<td>0.50</td>
<td>0.78</td>
<td>0.94</td>
<td>0.0270</td>
<td>0.0241</td>
<td>0.56</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Informed order flow: dealers, HFTs and commercial banks have the highest 1- and 5-second price impact of any participants during the fix. Their price impact ranges between 1 to 1.2 basis points (Table 1.3). Hedge funds, commercials, agency brokers and custodians all have a lower price impact, ranging from 0.5 to 0.8 basis points at 1- and 5-seconds.
Table 1.4: Correlation of flows (net position change) during the fix, for GBPUSD and AUDUSD. Net position change is computed as the sum of signed trade volume across all TCIDs in each category, using trades in the fix window only.

<table>
<thead>
<tr>
<th></th>
<th>Broker</th>
<th>Ass.mngr</th>
<th>Cm.bank</th>
<th>Cstd</th>
<th>Dealer</th>
<th>Dealr-R</th>
<th>Hedge</th>
<th>Prop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agency Broker</td>
<td>0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asset Manager</td>
<td>-0.08</td>
<td>-0.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Custodian</td>
<td>0.03</td>
<td>-0.04</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dealer</td>
<td>-0.04</td>
<td>-0.31</td>
<td>-0.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dealer - R</td>
<td>-0.31</td>
<td>-0.23</td>
<td>-0.18</td>
<td>-0.12</td>
<td>-0.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>0.08</td>
<td>0.37</td>
<td>-0.34</td>
<td>-0.11</td>
<td>0.06</td>
<td>-0.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prop Trader</td>
<td>0.26</td>
<td>0.31</td>
<td>-0.24</td>
<td>-0.11</td>
<td>0.02</td>
<td>-0.42</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>0.26</td>
<td>0.35</td>
<td>-0.23</td>
<td>-0.07</td>
<td>-0.08</td>
<td>-0.46</td>
<td>0.41</td>
<td>0.69</td>
</tr>
</tbody>
</table>

Correlated order flow: Table 1.4 shows how the flows (net position changes) of the participant groups are correlated. The flows of dealers and commercial banks are negatively correlated with the other participants, again consistent with these participants performing traditional market-making and liquidity provision during the fix. HFTs, hedge funds and prop traders have highly correlated flows, with correlation coefficients ranging between 0.4 to 0.7.

Tracking error (fix attainability): in Table 1.5 we compare the volume-weighted average price (VWAP) attained by participants in each category with the daily WM/R 4pm fixing rate. The comparison is done by computing the root mean square difference (RMSE) between the VWAP and the fix rate. We compute VWAPs for all trades done during the day (daily VWAP), and for trades done during the fix window only (fix VWAP). The table shows only GBPUSD and AUDUSD, as these are the largest and most liquid currencies in our sample. Ranking participant groups by their RMSE against the fix rate indicates to what extent the participants are ‘matching’ the WM/R fix rate in their trading. Asset managers, agency brokers and hedge funds are all trading at relatively low RMSE’s of 1.2 to 2.0 basis points. Prop traders, HFTs and dealers have a much higher RMSE of 3.3 to 3.4 basis points. Custodians have the highest fix-window RMSE of all participants.

Liquidity provision: we also observe significant differences in how participants trade, as shown in Table 1.1. Asset managers conduct 90% of their trading using marketable orders (labelled ‘aggressive trades’), followed by proprietary traders and HFTs at 76 and
Table 1.5: Root mean square error (RMSE) between volume-weighted average price (VWAP) and the WM/R benchmark rate, by participant category. The daily RMSE is a comparison with the daily VWAP, the fix RMSE is a comparison with the fix-window VWAP. Currencies used are GBPUSD and AUDUSD. Units: basis points.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Daily RMSE</th>
<th>Fix RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asset Manager</td>
<td>22.78</td>
<td>1.24</td>
</tr>
<tr>
<td>Agency Broker</td>
<td>23.56</td>
<td>1.59</td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>26.26</td>
<td>1.95</td>
</tr>
<tr>
<td>Commercial Bank</td>
<td>24.92</td>
<td>2.29</td>
</tr>
<tr>
<td>Dealer</td>
<td>20.65</td>
<td>3.16</td>
</tr>
<tr>
<td>Prop Trader</td>
<td>23.04</td>
<td>3.28</td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>21.90</td>
<td>3.31</td>
</tr>
<tr>
<td>Dealer - R</td>
<td>22.25</td>
<td>3.35</td>
</tr>
<tr>
<td>all</td>
<td>22.00</td>
<td>3.35</td>
</tr>
<tr>
<td>Custodian</td>
<td>20.07</td>
<td>3.67</td>
</tr>
</tbody>
</table>

70%. This liquidity consumption by HFTs is high in comparison to equities markets, where they are considered important market-makers, though this might be the case merely on the inter-dealer market in our sample. In comparison, dealers and commercial banks provide a large amount of liquidity, with 35 to 40% of their trading volume conducted using marketable orders. Custodians and agency brokers also conduct a large share of their trading using passive limit orders, at 65 to 60% of their total trading. Proprietary traders and HFTs have a significantly higher number of messages going to the trading platform relative to the number of trades they do, compared with most other participants.

Liquidity measures across time: quoted spreads are lowest for GBPUSD, AUDUSD and EURUSD at 1.0, 1.4 and 1.6 basis points, respectively (Table 1.1). Both quoted and effective spreads have increased from 2012 to 2015 for all currency pairs. Also 1 and 5-second price impact have on average increased from 2012 to 2015. These changes could be specific to the TRM trading platform, or they could be part of a wider trend.

16 Menkveld (2013) finds that around 80% of all HFT trading is passive and Baron et al. (2017) finds that 50% is, in a more recent sample.
1.4 Benchmark Quality

This study aims to track the evolution of the effectiveness of the fix over the last five years. The reform of the fix was a protracted and gradual process, with several events that we detail below. In this paper, we focus on two discrete events that have the most significant impact in our sample. Firstly, the initial revelations by Bloomberg on 12 June 2013 of dealer collusion and, secondly, the lengthening of the fix window on 15 February 2015. We refer to these events as the ‘media’ and ‘window’ events.

On 12 June 2013, Liam Vaughan and Choudhury (2013) published the first story that detailed a practice of collusion between major dealers to share client order information ahead of the fix. The shared information was used to infer the direction of buying and selling imbalances during the fix, allowing the colluding dealers to trade ahead of their clients. These revelations were unexpected, and prompted subsequent investigations by multiple securities regulators. Therefore, we expect the event to precipitate a change in participant behaviour in our data and refer to this as ‘the media event’. On 12 November 2014 the FCA fined five banks a total of £1.1 billion for ‘failing to control business practices in their G10 spot foreign exchange (FX) trading operations’.17

In response to concerns about the benchmark, the Financial Stability Board (FSB) formed a working group that published a set of recommendations, on 30 September 2014 to improve the integrity of the benchmark, including widening the fix window from 1 minute to 5 minutes (FSB, 2014). These changes were implemented by WM/R on 15 February 2015.18 The Fair and Efficient Markets Review, authored by the Bank of England, the FCA and HM Treasury (FEMR, 2015) said that the lengthening of the window would: ‘Reduce the opportunity for manipulation’ and ‘increas[e] the range of FX trades captured during the fixing window, giving a more representative and resilient fix.’ We examine this event as ‘the window event’.

On 1 April 2015 the FCA brought the WM/R 4pm fix into its regulatory regime19 along with six other benchmarks, and following the regulation of the LIBOR in April 2013. In addition, the Market Abuse Regulation (MAR), introduced in July 2016, designated the

17See: FCA fines five banks £1.1 billion for FX failings and announces industry-wide remediation programme The Commodity Futures Trading Commission (CFTC) also issued a $1.bn fine to the same banks. Barclays was later fined £284m by the FCA on the 20th of May, 2015.

18For the less liquid ‘non-traded’ currencies the change was from 2 minutes to 5 minutes.

19See: FCA PS 15/6: Bringing additional benchmarks into the regulatory and supervisory regime
manipulation of regulated benchmarks as a civil offence for the first time. We do not examine this event, as we view it as merely establishing into law the behavioural changes enacted through supervisory and enforcement actions. We will analyse the benchmark’s effectiveness across three dimensions: analysing representativeness for each event, and its attainability and robustness for the window event.

1.4.1 Representativeness

The 4pm fix is perceived to be a daily ‘closing price’ for a market that does not actually close. It arises from the importance of daily closing prices in equities markets and the institutional infrastructure that surrounds it — funds calculate net asset values (NAV) using the closing price, and then calculate FX exposures using the 4pm fix. If the closing price is not representative of, or far away from, intraday prices, it does not represent an effective benchmark. Of course, differences will arise between the closing price and intraday prices as the value of assets change over time — the 4pm fix is the value as at 4pm. Users of the benchmark recognise that it is a snapshot in time, but they would like this snapshot not to be systemically at odds with intraday prices.

To be representative, the benchmark must accurately represent prices throughout the day, and the price dynamics around it should not have clear signs of market inefficiencies such as short-term predictability and price reversals. To operationalise this definition, we first take a daily volume-weighted average transaction price (daily VWAP) value, and investigate the deviation between this price and the 4pm benchmark rates. We then test how representativeness has changed around: the first revelations of rigging, and the lengthening of the reference window period to 5 minutes.

Any change in measured representativeness can, in principle, be divided into two components — a ‘mechanical’ effect arising purely from a change in the benchmarking methodology, and an ‘endogenous’ effect arising from changes to how market participants adapt to the new regime. We disentangle these two effects using two methods. We also investigate the price dynamics around the benchmark time for evidence of market inefficiencies.

Mechanical effect of increasing benchmark window length:

We attempt to isolate the possible mechanical effect that increasing the fix window
from 1 to 5 minutes has, from any endogenous effects stemming from changes in the
behaviour of participants. A mechanical effect may arise because the median of prices
sampled over 5 minutes may be different to those sampled over 1 minute. To isolate
such an effect, we study the statistic:

\[ M_t = \sqrt{\frac{\sum_{n=1}^{N} (\tilde{b}_{t,n,5} - v_t)^2}{\sum_{n=1}^{N} (\tilde{b}_{t,n,1} - v_t)^2}} \]

Where we have employed the notation:

- \( M_t \): A measure of the mechanical effect of changing fix window from 1 to 5 minutes
  for day \( t \)
- \( \tilde{b}_{t,n,5} \): Synthetic 5-minute fix rate calculated for random time window \( n \)
- \( \tilde{b}_{t,n,1} \): Synthetic 1-minute fix rate calculated for random time window \( n \)
- \( v_t \): Volume-weighted average transaction price for day \( t \)
- \( N \): Number of random time windows per date

For a given \( t \), the synthetic windows used for computing \( \tilde{b}_{n,1} \) and \( \tilde{b}_{n,5} \) have the same
starting point — the first window extends 1 minute forward in time, while the second
window extends 5 minutes forward. Moreover, no data from the actual fix window is
used to compute \( M \). The reason is that price dynamics in the actual window are affected
by the endogenous effects of participants adapting their behaviour to the new regime.
We use the same control period of 12 to 2pm, which excludes the fix. We draw random
150 days from 2013 – 2015, and compute \( N = 1000 \) random time windows for each
day. The measure \( M_t \) is thus not a measure that depends on a before-after separation of
the data.

After computing the measure \( M_t \), we find that the mean of \( M_t \) is very close to one
(0.99 ± 0.03). This means that the change in the benchmarking procedure, when exam-
ined by itself, would not have a material effect on the representativeness of the bench-
mark rates.\(^{20}\)

**Endogenous effect of increasing benchmark window length:**

We now isolate any changes to representativeness driven purely by changes in the be-
haviour of market participants by controlling for time variation in volatility. We aim

\(^{20}\)It is possible that our result may be biased due to the presence of any macroeconomics news, since
the likelihood of the 5-minute period overlapping with macroeconomic news is higher than the 1-minute
period. However, this would bias in favour of finding a difference in the measures, which we do not find.
to measure the benchmark’s representativeness as the variation between the fix rate and underlying market prices throughout the day.

We study the statistic $D_{t,p}$, defined as,

$$D_{t,p} = \sqrt{\frac{(b_{t,p} - v_{t,p})^2}{N^{-1} \sum_{n=1}^{N} (\tilde{b}_{t,p,n} - v_{t,p})^2}}$$

Where we have used the notation:

$D_{t,p}$ : a measure of the behaviour-driven effect of changing the fix window

$b_{t}$ : the actual benchmark rate for day $t$ and currency-pair $p$

$\tilde{b}_{t,p,n}$: a synthetic benchmark rate calculated for random time window $n$, currency-pair $p$, on day $t$

$v_{t,p}$ : Volume-weighted average transaction price for day $t$ and currency-pair $p$

$N$ : Number of random time windows in each day

The nominator measures the error of the benchmark rate as a proxy for the daily VWAP rate. The denominator is an adjustment for two things: i) the mechanical increase in the efficiency of the estimator from the window increasing from 1 to 5 minutes, and ii) time variation in price volatility unrelated to the fix methodology. The synthetic benchmarks are computed using data from between 12pm and 2pm, and in accordance with WM/R methodology.

We compute $D_{t,p}$ for all days in 2013 to 2015, using $N = 1000$ random windows for each day. The result is a time series spanning days both before and after the lengthening of the calculation window. When calculating the synthetic benchmark, we extend the length of the calculation window $n$ after the 15 February 2015 in accordance with the actual change in methodology.

After computing representativeness on each date, to assess any statistically significant differences we estimate a regression model, with $D_{t,p}$ as our dependent variable. The control variables are: $afterWindow$ takes the value of one after the window event date, $volatility$ is the implied FX options volatility for the currency pair at the time of the fix, $monthend$ takes the value of one if the pair-date is the last trading weekday, and $macro$ takes the value of one if there is a major macro news announcement from 2pm until the end of the fix. We also use currency and weekday fixed effects.
We estimate the three month period before and after the window event and find no change in representativeness after the event. We also find no change after the media event. We also estimate a similar model across all dates in the sample period from 2012 to 2015, with a timetrend variable datecount that increments one for each date in our sample, with month-fixed effects. This points to no gradual increase in representativeness in the sample period. We do find the benchmark becomes significantly less representative on month-end dates, with the ratio increasing 137%, higher even than with macro news announcements at 46% (see Table 1.16). The results are reported in Section 1.4.

**Price dynamics (market efficiency):**

It has been documented in the existing literature that price dynamics around the 4pm fix have been different from other times of the day, and, in particular, that prices have exhibited short-term spikes and subsequent reversals (Evans, 2017).

We examine short-term reversals through a correlation analysis. Specifically, let $v_1, v_2, v_3$ denote the market-wide VWAPs in the 15 minutes before the fix, during the fix, and the 15 minutes after the fix, respectively. We compute the correlations in 'currency returns', meaning:

$$r = \text{cor} \left( \frac{v_2 - v_1}{v_1}, \frac{v_3 - v_2}{v_2} \right)$$

We pool together all currencies in the sample and compute $r$ by quarter. We find a negative and statistical significant correlation coefficient $r$ for most quarters in the period 2012 to 2014. There is a visible change around the time the fix window was lengthened (the first quarter of 2015), and from 2015 onwards the correlations are generally insignificant. The correlation coefficients and corresponding p-values are shown in Figure 1.4.

Significant serial dependence in price changes is not something one would expect to observe in an efficient market. Therefore, market efficiency around the fix has improved significantly in our sample period. It is beyond the scope of this paper to provide any causal inferences for this improvement. While the disappearance of collusive behaviour is one potential cause, another is the lengthening of the fix providing for a longer period of time for liquidity shocks to dissipate.

---

$^{21}$A deeper analysis of these price patterns can be found in Evans (2017), including Sharpe ratios of possible trading strategies.
Figure 1.4: Price reversals around the fix — correlation and p-values in currency returns between the fix window and the 15 minutes after the fix period. This Figure shows the correlation coefficient in currency returns, based on market-wide VWAPs. All currency returns are pooled together, giving 5 observations per date, and then grouped by quarter. The numbers show the p-value associated with the correlation coefficient, computed from a Fisher Z-transformation.
1.4.2 Attainability

Attainability refers to the extent to which the benchmark price can be replicated by a market participant who implements a trading pattern that matches the benchmarking procedure. This dimension is only relevant for benchmarks that input prices from a reference market, and for participants that wish to ‘attain’ or replicate the benchmark by trading on this reference market.\footnote{A precondition for attainability is that the benchmarking procedure is sufficiently transparent for participants to know how to replicate it. For example, participants must know the time period that benchmark prices are drawn from so as to then trade in that period. There are other factors that determine attainability, which we explore in this paper.}

The design of the WM/R, and indeed most benchmarks, is such that there is a degree of unpredictability in the selection of prices during the window. This is by intention and, as explored in Duffie and Dworczak (2018), this unpredictability is designed to make the benchmark less susceptible to manipulation (more robust), but it also makes it less attainable.\footnote{And practically impossible to attain in practice exactly.} We examine the impact that key factors in the design of benchmark, such as the length of the window, have on attainability, and the impact of exogenous factors like volatility.

We empirically measure the attainability of 4pm fix rates by comparing the volume-weighted average price of all trades within the fix window (‘within-window VWAP’) with the fix rate. The difference between the within-window VWAP and the fix rate reflects the tracking error of the average market participant. We expect the average tracking error to be zero, but the variability of the tracking error is of interest, particularly how this variability changes when the calculation window is lengthened in 2015. We measure the attainability $A$ of the fix rate as the root mean square error of the tracking error against the within-window VWAP:

$$A = \sqrt{\frac{1}{K-1} \sum_{t=0}^{K} (f_t - w_t)^2}$$

Where $K$ is a given number of trading days, and $f_t$ and $w_t$ are the fix rate and within-window VWAP at day $t$. We also calculate this by participant category to examine any heterogeneous effects on different participants.

The lengthening of the calculation window has a near-mechanical effect on the variability of the tracking error on a trading strategy that aims to replicate the fix rate. We
illustrate this effect through a simulation exercise. The simulation works as follows: we generate a large number of simulated price paths, modelled as realisation of a Brownian motion process with volatility $\sigma$ over the interval $[0, T]$, where $T$ is the length of the fix window in seconds. We set $B(0) = 0$ for simplicity. For each price path we sample the simulated spot rate at the end of each second, and set the simulated fix rate $f$ to be the median of this sample,

$$f = \text{median } \{B_1, B_2, \ldots, B_T\}$$

To simulate a trading strategy of a hypothetical trader trying to replicate the fix rate, we also sample the spot rate at $N$ equally spaced points in the interval $[0, T]$. These $N$ points represent the trades of our hypothetical trader. We are interested in the average transaction price $p$ of this trader,

$$p = N^{-1} \sum_{n \in \mathcal{N}} B_n$$

Where the set of time points $\mathcal{N}$ are equally spaced,

$$\mathcal{N} = \left\{ \frac{T}{N+1}, \frac{2T}{N+2}, \ldots, \frac{NT}{N+1} \right\}$$

For each run $u$ of the simulation we compute the ‘tracking error’ $e_u$,

$$e_u = f_u - p_u$$

We compute tracking errors for a large number $U$ of simulations, $e_1, \ldots, e_U$, and examine their distribution. The theoretical error $e$ has mean zero, and so we concentrate on the RMSE (standard deviation) of $e$.

This analysis assumes that each second within the fix window has a trade observation. In practice, during the 1-minute regime this was 44% of trades for GBPUSD in 2014, for example, and 27% in the 5-minute (see Table 1.35). We conduct an additional simulation which account for this, described in the Annex.

The results of the simulation exercise, presented in Figures 1.5 and 1.6, show that the lengthening of the window to 5 minutes increases tracking error by a factor of about 2.2 times for one replicating trade, and 2.17 for $N = 20$ replicating trades. A hypothetical participant that splits their order into multiple trades will greatly reduce their tracking error. Moving from 1 to 2 trades reduces tracking error by 36.2% in the 5-minute regime, and moving from 2 to 5 reduces it again by 37.3%. This effect diminishes with further
splitting, with 5 to 10 reducing it by 6.6% and 10 to 20 by 1.2%. Most of the reduction occurs between 1 to 5 trades — a 60% reduction. This relationship is substantially the same for the 5-minute regime.

In our simulation, we hold constant parameters that are also important determinants of attainability: volatility and the spread. But when we examine actual tracking error around the window event, the window-length effect is large enough to dominate. The predicted relationship between tracking error and window length in our simulations is borne out in actual trading outcomes in our data. Figure 1.7 and Tables 1.6 and 1.7 show how the root mean square deviation between the within-window VWAP and daily WM/R benchmark rates increased after the fix window was lengthened in 2015. The variability of participants’ tracking errors went up, and thus attainability decreased. The observed increase is larger than suggested by our simulation results — when pooling all currency pairs and all participant types we find that variability of the tracking error increased more than fivefold. One reason why empirical attainability decreased by much more than in our simulations is that spreads also increased in most currencies after the window change. All else being equal, when participants are trading at higher spreads, their tracking error against a midpoint fix rate also increases. This latter effect is endogenous, or behaviour-driven. The total change in observed attainability is thus a combination of an endogenous and a direct effect. Our empirical analysis of attainability is conducted on the ex-post decisions participants have made, in relation to trade timing and order splitting, which we examine earlier in our simulations.

The construction of the benchmarking procedure introduces a lower bound on the variability of the tracking error, as measured by the RMSE. The WM/R benchmarking procedure defines the fix rate as a median price, while the VWAP is an average price. The expected difference between an average and a median is zero for most reasonable models of spot exchange rate, but the expected square deviation is positive. We return to this design choice when we discuss robustness and possible improvements of the benchmarking methodology in Section 1.6.

In this section we have demonstrated that participants can improve their tracking error by splitting their trades across more seconds in the window, but is this feasible in reality? We find that the mean trade size during the fix is 2.82 for AUDUSD and 2.92 for GBPUSD in 2015 (see Table 1.1). However, when we examine individual participant classes (see Table 1.8), smaller participants have average trade sizes of close to 1: (commercial bank: 1.22, private bank: 1.09, agency broker: 1.28) and even the smaller dealer
**Figure 1.5: Attainability Simulation — Varying n for 1-min and 5-min Fix Windows**

This Figure reports the results of the simulation exercise which computes tracking error, reported on the y-axis in pips, for the 1 minute and 5 minute window lengths across a varying number of replicating trades (n), reported on the x-axis. Per-second volatility is calculated assuming a yearly volatility of 0.2.
**Figure 1.6: Attainability Simulation — Varying $\sigma$ for 1-min and 5-min Fix Windows**

This Figure reports the results of the simulation exercise which computes tracking error, reported on the y-axis in pips, for the 1 minute and 5 minute window lengths across a varying volatility parameter ($\sigma$), reported on the x-axis. $\sigma$ refers to the yearly volatility, which is calculated per-second for the purposes of the simulation.
Figure 1.7: Root mean square tracking error — variability of deviation between within-window VWAP and daily WM/R rate.

This Figure shows the root mean square deviation between within-window VWAP and daily WM/R rates, for all currency pairs pooled. Only participant categories averaging 5 or more trades in the fix window are shown, as well as the ‘all’ category which pools together all trades in the window. The ‘before’ sample ranges back to 3 months before the window change, the ‘after’ sample to 3 months after the change.
Table 1.6: RMSE of normalised tracking error (deviation between fix-window VWAP and benchmark rate, divided by the benchmark rate), by participant type. The category-specific VWAP is computed as an volume-weighted average price of all trades done by a TCID within that category. Only participant types with 5 or more trades in fix window are included. Category ‘all’ is all types pooled, including types with less than 5 trades. Unit: basis points.

<table>
<thead>
<tr>
<th>Participant type</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asset Manager</td>
<td>1.35</td>
<td>2.08</td>
</tr>
<tr>
<td>Commercial Bank</td>
<td>1.37</td>
<td>6.40</td>
</tr>
<tr>
<td>Custodian</td>
<td>1.39</td>
<td>10.00</td>
</tr>
<tr>
<td>Dealer</td>
<td>1.43</td>
<td>7.58</td>
</tr>
<tr>
<td>Dealer - R</td>
<td>1.57</td>
<td>7.27</td>
</tr>
<tr>
<td>Prop Trader</td>
<td>1.50</td>
<td>8.32</td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>1.53</td>
<td>7.45</td>
</tr>
<tr>
<td>all</td>
<td>1.22</td>
<td>7.07</td>
</tr>
</tbody>
</table>

Table 1.7: RMSE of normalised tracking error (deviation between fix-window VWAP and benchmark rate, divided by the benchmark rate), by currency pair. Unit: basis points.

<table>
<thead>
<tr>
<th>Pair</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>audusd</td>
<td>1.06</td>
<td>11.57</td>
</tr>
<tr>
<td>eurhuf</td>
<td>2.24</td>
<td>2.71</td>
</tr>
<tr>
<td>eursek</td>
<td>2.47</td>
<td>1.65</td>
</tr>
<tr>
<td>eurusd</td>
<td>1.38</td>
<td>3.22</td>
</tr>
<tr>
<td>gbpusd</td>
<td>0.81</td>
<td>6.71</td>
</tr>
</tbody>
</table>

category has a mean of 1.97. This implies that the smaller participant classes are unable to split their orders,\(^{24}\) with even the largest participants in this market facing splitting constraints, and no categories able to split their orders up to the optimal levels of 5 or more. This constraint only exists because of the large minimum trade size of 1m USD on the inter-dealer platform, which appears to be too high to allow for optimal order splitting. It is possible that participants have total order sizes that exceed the constraint, but decide to execute a portion of this on other execution venues during the window, such that we overestimate their tracking error. It is also possible that they execute a portion before the window, but it is unclear what impact that would have on their tracking error.

\(^{24}\)Available liquidity is not a determinant here as best bid or offer depth is typically much higher than average trade sizes (see Table 1.1).
Table 1.8: Mean number of messages, quote life, unique TCIDs, number of trades and number of aggressor trades in the fix period, by participant category. Calculated as a mean across the total values for each measure (except q.life which is a mean) for each currency-date in our sample.

<table>
<thead>
<tr>
<th>Category</th>
<th>#msg</th>
<th>q.life</th>
<th>#TCIDs</th>
<th>#trades</th>
<th>#agr.trades</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asset Manager</td>
<td>61.0</td>
<td>96.50</td>
<td>1.0</td>
<td>8.3</td>
<td>7.5</td>
</tr>
<tr>
<td>Commercial Bank</td>
<td>54.1</td>
<td>1556.38</td>
<td>6.7</td>
<td>23.1</td>
<td>8.2</td>
</tr>
<tr>
<td>Custodian</td>
<td>25.1</td>
<td>182.88</td>
<td>1.8</td>
<td>10.0</td>
<td>4.2</td>
</tr>
<tr>
<td>Dealer</td>
<td>172.4</td>
<td>150.41</td>
<td>6.0</td>
<td>32.7</td>
<td>11.8</td>
</tr>
<tr>
<td>Dealer - R</td>
<td>136.3</td>
<td>311.43</td>
<td>5.5</td>
<td>38.2</td>
<td>14.7</td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>40.7</td>
<td>20.93</td>
<td>1.3</td>
<td>3.4</td>
<td>2.0</td>
</tr>
<tr>
<td>Private Bank</td>
<td>3.7</td>
<td>3974.92</td>
<td>1.1</td>
<td>2.4</td>
<td>1.2</td>
</tr>
<tr>
<td>Prop Trader</td>
<td>211.9</td>
<td>12.91</td>
<td>2.7</td>
<td>7.6</td>
<td>5.8</td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>749.1</td>
<td>60.86</td>
<td>7.0</td>
<td>34.4</td>
<td>24.2</td>
</tr>
<tr>
<td>Agency Broker</td>
<td>11.8</td>
<td>190.33</td>
<td>1.8</td>
<td>6.6</td>
<td>2.3</td>
</tr>
<tr>
<td>Central Bank</td>
<td>2.1</td>
<td>6954.92</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Commercial</td>
<td>76.0</td>
<td>155.50</td>
<td>1.0</td>
<td>1.9</td>
<td>1.4</td>
</tr>
</tbody>
</table>

1.4.3 Robustness

A benchmark is robust if it resistant to manipulation. We adopt a simulation-based methodology to assess the extent that the benchmark is resistant to a few ‘outlier’ trades. These outliers can be thought of as trades engineered with the purpose of affecting the fix rate. The method measures how much the benchmark deviates in the presence of such outliers, compared with when calculated on a dataset without outliers.

It is important to note that our method is limited in scope, and does not measure robustness against all possible forms of manipulation. Examples of other manipulation techniques include illegal sharing of customer information among liquidity providers, trading strategies based on exploiting short-term price impact and the spreading of false news. As such, our quantitative results on robustness are partial in nature.

Our simulation method is based on generating two price series: one ‘clean’ and one ‘dirty’. The dirty series differ from the clean in that a certain number of outlier obser-
vations are inserted. We compare the fix rate computed on the dirty series, with the one computed on the clean series. The benchmarking procedure is considered robust when the deviation between the two simulated benchmarks is small.

We implement this methodology as follows. Let $B_t$ be the clean price series, which we model as a random walk:

$$B_t = \sum_{n=1}^{t} z_n$$

$$z_n \sim N(0, \sigma_z) \text{ i.i.d.}$$

We assume that trades indexed $\mathcal{M} = \{t_1, t_2, \ldots, t_m\}$ have been manipulated, and model the dirty price series $\tilde{B}_t$ as,

$$\tilde{B}_t = \begin{cases} B_t & \text{if } t \notin \mathcal{M} \\ B_t + y_t & \text{if } t \in \mathcal{M} \end{cases}$$

where the ‘manipulation term’ $y_t$ has ten times the variance of the clean trades,

$$y_n \sim N(0, 10\sigma_z) \text{ i.i.d.}$$

For a given calculation window of $T$ seconds, we compute benchmark rates on the clean and dirty data sets, $f$ and $\tilde{f}$, as the median prices in the interval $[0, T]$:

$$f = \text{median}(B_1, \ldots, B_T)$$

$$\tilde{f} = \text{median}(\tilde{B}_1, \ldots, \tilde{B}_T)$$

We compute these simulated benchmark rates $L = 1000$ times, and measure robustness $R$ as the mean square error,

$$R = \sqrt{L^{-1} \sum_{i=1}^{L} (f_i - \tilde{f}_i)^2}$$

We use $m = 5$ outlier price observations and recompute benchmark rates for $L = 1000$ simulation runs, with a length $T = 60$, or 1 minute.

First, Figure 1.8 shows that the benchmark computed on ‘dirty’ data, meaning a data set with outliers, deviates very little from the one computed on ‘clean’ data. The root mean square deviation between the two benchmarks, denoted by $R$, ranges from 0.05 pips to
Figure 1.8: Robustness and price volatility.
This Figure shows robustness measure $R$ plotted against yearly volatilities of 5 to 40%. Unit: pips.
0.35 pips for yearly volatilities ranging from 5 to 40%. ‘Pips’ refer to the minimum allowable price increment in our (and most FX) markets, which is the price quoted to 4 decimal places. For a currency pair that is traded at a price of $1, 1 pip represents a 0.01% (or 1 basis point) change in prices.

The small effect that we find likely relates to the general property of medians — it takes a large number of observations to significantly affect the median. In statistical robustness theory, this is referred to as the breakdown point — the proportion of ‘incorrect’ observations an estimator (such as the median) can handle before affecting the result. The median has the highest possible breakdown point of any location estimator, while the mean has the lowest possible breakdown point. In this respect, the median and mean represent two extreme choices in benchmark design.

Second, Figure 1.8 shows that the improvement in robustness from lengthening the fix window (moving from the red to the blue line) is highly dependent on the volatility of the price-generating process, but also that the overall improvement in robustness is small.

Our analysis makes several assumptions, the most important of which is that of non-permanent price impact. While we find the price impact to be lower in the fix period than the control period, we still find it to be non-zero (See Table 1.3). The introduction of price impact would decrease the benchmark’s robustness under both the 1-minute and the 5-minute window, as ‘dirty trades’ would affect subsequent trades. But the effect that incorporating price impact would have on the move to 5-minute window is unclear. If we assume the level of price impact is exogenous to the change to 5 minutes, introducing price impact would decrease robustness more for the 1-minute period than the 5-minute period, as the longer window allows more time for price impact to dissipate.

1.5 Reference Market Liquidity

In Section 1.4 we examined the quality — or the effectiveness — of the benchmark itself. In this chapter, we examine the liquidity of the underlying FX market during, and around, the fix calculation period. Because the underlying FX market is an input to the fix calculation, its liquidity is endogenously related to the benchmark’s effectiveness —
it is both a determinant of and an outcome of it. For example, a decrease in the representa-
tiveness of the benchmark may prompt market participants to stop using it, reducing
trading volumes and liquidity. The reduction in trading volumes will then further reduce
the benchmark’s representativeness. A reduction in the attainability of the benchmark
may also prompt participants to avoid using it, or to decide to trade outside of the ref-
ERENCE WINDOW. Therefore, we expect liquidity to change in the reference market due
to endogenous feedback effects from the changes in the benchmark we characterise in
Section 1.4, i.e. the media event and the window event.

1.5.1 Methodology

To assess the liquidity of the reference market, we compute a range of market liquid-
ity measures using tick-by-tick orderbook data and then compute volume and time-
weighted means for each currency-date. We compute these over two time periods: the
fix window, and a control window.

We then estimate these market liquidity measures using a regression model. To control
for changes in liquidity exogenous to the fix itself, we express fix liquidity as a log ratio
of the control observation.

\[ \ln y_t = \alpha + \beta (\text{after})_t + \Gamma^T C_t + w_t \]

\( y_t \) is the fix-to-control ratio of a given liquidity measure, meaning the fix observation
divided by the control observation. \( C_t \) is a vector of control variables and after is an in-
dicator variable taking the value one after the relevant event. We use subscript \( t \) to index
time, and assume \((w_t)\) to be a white-noise sequence. We estimate this model separately
for each currency pair.

The reason for expressing the dependent variable as a ratio of the fix observation to the
control window observation is the autocorrelation and seasonality effects present in the
untransformed levels.\(^{25}\)

\(^{25}\)In general we find very little to no evidence for autocorrelation in these ratio-measures. In the levels
there is significant serial dependence. We have also modelled the level of each liquidity measure us-
ing ARMA time-series models with seasonal effects and exogenous controls (SARMAX models). The
SARMAX models give the same conclusions as the regression models reported in this paper.
Market Liquidity Measures

*Volume* is recorded separately for both the passive and active sides of each trade. This means that when one unit is traded, the daily trade volume will increase by two. Total volume is computed by summing all trade volume for TCIDs in a given category and a given time period. Volume forms a dependent variable in our regressions as log ratio of the total volume in the fix to total volume in the control period (12 to 2pm) for a given currency date.

The *quoted spread* is calculated with respect to each event in our orderbook data: such as limit order placements, cancellations, trades and order amendments. We then calculate a time-weighted average quoted spread, weighted according to the time interval a spread is active. The spreads reported in this paper are relative, meaning that we compute the difference between best buy and sell price,\(^{26}\) and divide by the midpoint. Quoted spread forms a dependent variable in our regressions as log ratio of the time-weighted average quoted spread in the fix to the time-weighted average quoted spread in the control period for a given currency date.

*Depth* of the orderbook is also measured for each order book message. This is computed as a time-weighted mean of the sum of the buy and sell sides of the orderbook. We compute three depth measures: depth at the best bid and offer level, depth at the top ten levels, and depth at all levels. Depth forms a dependent variable in our regressions as the log ratio of the time-weighted average quoted depth in the fix to time-weighted average quoted depth in the control period for a given currency date.

The *effective spread* is computed as the quoted spread prevailing in the market at the time of a trade, and *price impact* is computed for each individual trade, as described in more detail in Section 1.3.2. Effective spread and price impact form dependent variables in our regressions as log ratios of the same measures in their respective control periods for a given currency date.

**Control variables**

*volatility* measures changes in volatility and is calculated as a log ratio (or the log return) of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. We also include a *vollevel*\(^{26}\)The ‘best bid’ is the highest buy price on the orderbook at a given time, and the ‘best ask’ is the lowest sell price.
control, which is the time-weighted average of the options midpoint price.

We include carry and shortUSD calculated as the log ratio (or the log return) of the time weighted average of the index values in the control period, versus the fix window. The index prices are updated every 10 seconds. The Carry index is a proxy for changes in global carry strategies which may impact underlying liquidity in the currency pairs. The Short USD is a TWI index designed to proxy for the value of the USD against all other currency pairs (as opposed to as a cross rate), which may also impact underlying liquidity in individual crosses.

To control for outsized trading that occurs on month-end dates for valuation purposes (Melvin and Prins, 2015a), we calculate monthend, which takes the value of one on the last trading weekday of the month, factoring in trading holidays.

To control for macroeconomic news announcements, we construct macro, which is an indicator variable that takes a value of one for macro news events with the highest volatility rating of three that occur in the period 9am to 4pm UK local time.

We scale all of our measures by a ‘control window’, which is a time period selected to be reflective of broader market liquidity, but is also exogenous to any changes in the fix. We select 12pm-2pm to avoid any pre-fix trading, as well as the US open and major macroeconomic news announcements that occur around it. We also use a control window of 9am to 11am to ensure our results are robust to control period selection.

### 1.5.2 Liquidity improves after dealer collusion revelations

Regression results are reported in Table 1.9 in a consolidated format that reports only the estimates for the AfterDummy variable for each dependent liquidity variable. Control variable estimates are omitted, with the full regression estimates reported in the Annex in Tables 1.17 to 1.32. Table 1.9 first reports the results of regressions of market liquidity over the three months before and after the 12 June 2013, which is the first time dealer collusion behaviour was published in the media (the ‘media event’).

For the two major currencies in our sample, AUDUSD and GBPUSD, we find a statistically and economically significant decrease in quoted and effective spreads relative to the control window of 10 and 11%, respectively. This could be explained from a
decrease in collusion related adverse selection costs for liquidity providers, assuming the collusive behaviour ceased following its disclosure. The lack of findings on currencies other than AUDUSD and GBPUSD could be explained by EURSEK traders placing more importance on the ECB fix in comparison to WM/R. EURHUF could be explained by the comparatively small amount of funds and indexes holding HUF and thus the relative unimportance of the fix for HUF.

We examine the trading behaviours of participants in and around the fix to explain our liquidity findings. We measure no significant changes to trading patterns within the fix (Table 1.34), but the allocation of trading volume between the pre-fix, fix and post-fix periods did change significantly for some of the participant categories (Table 1.10). Dealers did less of their trading before the fix and more of their trading during the fix after the media event, with the smaller dealers reducing their pre-fix aggressor trading by a third. The total volume of the largest dealers decreased by 19%, which we can speculate reflected a reduction in customer orders. Also, HFTs increased relative amount of trading done during the fix window after the media event, but not by as much as the dealers.

### 1.5.3 Liquidity worsens after fix window lengthening

The fix window was lengthened from 1 to 5 minutes on 15 February 2015. We find evidence of a significant worsening of market liquidity conditions in the 3 months after this date in comparison to the 3 months before, in the form of wider quoted spreads and lower depth. This coincided with sharp changes in the trading behaviour of HFTs and dealers.

### Market liquidity results

Table 1.9 shows that total traded volume increased for GBPUSD, EURUSD and EURHUF after the change. It might be tempting to explain this increase in volume with the extension of the fix volume from one to five minutes, but fix volumes should be driven by benchmark-related execution requirements that should be exogenous to the window length — the need to rebalance FX exposures to avoid tracking error in a passive index fund, for example. An increase in volume could instead be explained by trader decisions to reallocate fix volumes from before or around the fix, to during the fix after

---

27Our findings are robust to the choice of a 1.5 month window.
Table 1.9: Regressions of Liquidity Variables - Media and Window Events

This table reports coefficient estimates for the window and media event studies using the specification in Formula 1.5.1 for the regressions in each currency pair. For each dependent variable in the first column, only the estimates for the AfterDummy variable are reported. The control variable estimates are omitted, with the full regression estimates reported in the Annex. AfterDummy is a dummy variable, which takes the value of one for the time period after the 12 June 2013 for ‘the media event’ and after the 15 February 2015 for the ‘the window event’ regressions. Volume is the log ratio of the total volume traded in the fix, versus the control period, for a given a currency-date. Quotedspread is the log ratio of the time-weighted quoted spread in the fix, versus the control period, for a given a currency-date. Depthatbest is the log ratio of the time-weighted depth at the best bid and offer in the fix, versus the control period, for a given a currency-date. DepthatTop10 is the log ratio of the time-weighted depth at the best 10 bid and offer price levels in the fix, versus the control period, for a given a currency-date. Effectivespread is the log ratio of the volume-weighted spread at the time a trade occurs, versus the control period, for a given a currency-date. The dependent variable, Priceimpact(1sec) is the log ratio of the volume-weighted price impact of a trade over a 1-second period, versus the control period, for a given a currency-date. Robust t-statistics are reported in parentheses.

<table>
<thead>
<tr>
<th>Media Event</th>
<th>AUDUSD</th>
<th>EURHUF</th>
<th>EURSEK</th>
<th>EURUSD</th>
<th>GBPUSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume</td>
<td>0.08</td>
<td>0.35*</td>
<td>0.1</td>
<td>0.18</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>0.65</td>
<td>1.81</td>
<td>0.55</td>
<td>0.83</td>
<td>1.2</td>
</tr>
<tr>
<td>Quoted Spread</td>
<td>-0.10***</td>
<td>-0.01</td>
<td>0.1</td>
<td>0.09**</td>
<td>-0.11***</td>
</tr>
<tr>
<td></td>
<td>-3.85</td>
<td>-0.16</td>
<td>1.39</td>
<td>1.97</td>
<td>-4.48</td>
</tr>
<tr>
<td>Depth at Best</td>
<td>-0.1</td>
<td>-0.003</td>
<td>0.06</td>
<td>-0.02</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>-1.03</td>
<td>-0.04</td>
<td>0.48</td>
<td>-0.39</td>
<td>1.43</td>
</tr>
<tr>
<td>Depth at Top 10</td>
<td>-0.01</td>
<td>-0.21**</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.11*</td>
</tr>
<tr>
<td></td>
<td>-0.23</td>
<td>-2.39</td>
<td>-0.31</td>
<td>0.67</td>
<td>1.89</td>
</tr>
<tr>
<td>Effective Spread</td>
<td>-0.12***</td>
<td>-0.05</td>
<td>0.18**</td>
<td>0.01</td>
<td>-0.10***</td>
</tr>
<tr>
<td></td>
<td>-3.72</td>
<td>-0.41</td>
<td>2.48</td>
<td>0.09</td>
<td>-4.07</td>
</tr>
<tr>
<td>Price Impact (1 Second)</td>
<td>-0.09</td>
<td>0.23</td>
<td>0.1</td>
<td>-0.39*</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>-1.08</td>
<td>1</td>
<td>0.83</td>
<td>-1.92</td>
<td>-0.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Window Event</th>
<th>AUDUSD</th>
<th>EURHUF</th>
<th>EURSEK</th>
<th>EURUSD</th>
<th>GBPUSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume</td>
<td>0.08</td>
<td>0.34*</td>
<td>0.19</td>
<td>0.61***</td>
<td>0.26**</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>1.76</td>
<td>1.18</td>
<td>3.1</td>
<td>2.01</td>
</tr>
<tr>
<td>Quoted Spreads</td>
<td>0.07***</td>
<td>0.33***</td>
<td>-0.02</td>
<td>0.11***</td>
<td>0.06*</td>
</tr>
<tr>
<td></td>
<td>2.77</td>
<td>4.49</td>
<td>-0.42</td>
<td>5.03</td>
<td>1.91</td>
</tr>
<tr>
<td>Depth at Best</td>
<td>-0.25***</td>
<td>-0.04</td>
<td>-0.22**</td>
<td>-0.0002</td>
<td>-0.26***</td>
</tr>
<tr>
<td></td>
<td>-4.02</td>
<td>-0.51</td>
<td>-2.46</td>
<td>-0.004</td>
<td>-3.09</td>
</tr>
<tr>
<td>Depth at Top 10</td>
<td>-0.20***</td>
<td>0.58</td>
<td>-0.15*</td>
<td>0.06***</td>
<td>-0.07</td>
</tr>
<tr>
<td></td>
<td>-4.08</td>
<td>1.63</td>
<td>-1.79</td>
<td>2.6</td>
<td>-1.31</td>
</tr>
<tr>
<td>Effective Spread</td>
<td>0.02</td>
<td>0.36***</td>
<td>-0.20***</td>
<td>-0.12*</td>
<td>-0.10***</td>
</tr>
<tr>
<td></td>
<td>0.83</td>
<td>3.94</td>
<td>-3</td>
<td>-1.8</td>
<td>-3.28</td>
</tr>
<tr>
<td>Price Impact (1 Second)</td>
<td>0.22***</td>
<td>-0.07</td>
<td>0.02</td>
<td>0.29</td>
<td>0.22***</td>
</tr>
<tr>
<td></td>
<td>3.63</td>
<td>-0.44</td>
<td>0.23</td>
<td>0.73</td>
<td>3.25</td>
</tr>
</tbody>
</table>

*p<0.1; **p<0.05; ***p<0.01
Table 1.10: Media event: Mean volume of aggressor and passive trades, by pre-fix-post windows, before and after (*) the event, for GBPUSD and AUDUSD. Volume is first summed across all TCIDs in each participant group, for each currency-date-fix quarter combination, and then averaged across currency pairs and dates. Absolute value (‘Tot’) in million of base currency, others as share of total. P-values of two-sample t-test for difference in means for the ratios pre/total and fix/total.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Aggr. Trades:</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tot</td>
<td>Pre</td>
<td>Fix</td>
</tr>
<tr>
<td></td>
<td>Tot*</td>
<td>Pre*</td>
<td>Fix*</td>
</tr>
<tr>
<td></td>
<td>p pre</td>
<td>p fix</td>
<td></td>
</tr>
<tr>
<td>Agency Broker</td>
<td>22.8</td>
<td>0.21</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>18.3</td>
<td>0.15</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>Asset Manager</td>
<td>8.8</td>
<td>0.27</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>21.2</td>
<td>0.19</td>
<td>0.74</td>
</tr>
<tr>
<td>Commercial Bank</td>
<td>67.1</td>
<td>0.25</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>51.7</td>
<td>0.22</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>0.81</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>Custodian</td>
<td>30.3</td>
<td>0.23</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>28.8</td>
<td>0.22</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>0.48</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>Dealer</td>
<td>101.8</td>
<td>0.27</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>101.3</td>
<td>0.18</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Dealer - R</td>
<td>196.7</td>
<td>0.24</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>158.9</td>
<td>0.21</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>9.6</td>
<td>0.21</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>10.5</td>
<td>0.26</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>0.67</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Private Bank</td>
<td>17.0</td>
<td>0.26</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>9.9</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>Prop Trader</td>
<td>17.8</td>
<td>0.30</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>24.6</td>
<td>0.26</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.07</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>163.5</td>
<td>0.35</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>158.0</td>
<td>0.33</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>0.02</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Participant</th>
<th>Passive Trades:</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tot</td>
<td>Pre</td>
<td>Fix</td>
</tr>
<tr>
<td></td>
<td>Tot*</td>
<td>Pre*</td>
<td>Fix*</td>
</tr>
<tr>
<td></td>
<td>p pre</td>
<td>p fix</td>
<td></td>
</tr>
<tr>
<td>Agency Broker</td>
<td>42.7</td>
<td>0.14</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>28.0</td>
<td>0.19</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.37</td>
<td>0.08</td>
</tr>
<tr>
<td>Asset Manager</td>
<td>12.6</td>
<td>0.32</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>8.8</td>
<td>0.54</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>0.21</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Commercial Bank</td>
<td>85.0</td>
<td>0.31</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>85.4</td>
<td>0.27</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>0.52</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>Custodian</td>
<td>38.5</td>
<td>0.20</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>29.7</td>
<td>0.21</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Dealer</td>
<td>124.3</td>
<td>0.29</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>140.1</td>
<td>0.22</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Dealer - R</td>
<td>187.7</td>
<td>0.23</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>180.2</td>
<td>0.22</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>0.57</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>8.6</td>
<td>0.35</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>8.8</td>
<td>0.24</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>0.74</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>Private Bank</td>
<td>14.7</td>
<td>0.29</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>7.0</td>
<td>0.33</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>0.38</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>Prop Trader</td>
<td>10.5</td>
<td>0.29</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>9.8</td>
<td>0.21</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>0.86</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>106.6</td>
<td>0.39</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>65.8</td>
<td>0.34</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>0.22</td>
<td></td>
</tr>
</tbody>
</table>
the window change. Volume is significantly higher at month-ends for all currencies, in line with findings of the previous literature (Melvin and Prins, 2015a; Evans, 2017; Marsh et al., 2017). The macro dummy is negative where significant, meaning that fix volume relative to the control window tends to be lower on days with important macro announcements. Table 1.26 shows that quoted spreads at the fix relative to the control window are significantly higher in all currencies except EURSEK after the change. The depth of the orderbook tends to be lower after the change, both at the best level and the top ten levels. This applies to all currencies except EURHUF, for which depth is not affected, and EURUSD, where depth at top ten levels actually increase slightly at the fix relative to the control.

The rise in quoted spreads and decline in depth does not, however, result in higher explicit trading costs, measured at the time of trade (effective spreads), for the average market participant. We see an increase in the proportion of liquidity-taking trades by HFTs following the event, which could explain the increase in quoted spreads.

Interestingly, effective spreads move in the opposite direction of the quoted spread in EURSEK, EURUSD and GBPUSD, with effective spreads in AUDUSD being unaffected. The effective spread measure is a function of trade timing decisions by participants, if participants are able to execute comparatively more of their trades when the quoted spread is lower, effective spreads may decrease. Price impact is higher after the change in both the major currencies of our sample (AUDUSD and GBPUSD), as shown in Table 1.9. These tables also show that price impact tends to be higher on month-end dates.

Attainability, as discussed in Section 1.4.2, is affected by liquidity. The WM/R benchmark is reported and utilised as a median price. However, participants that want to replicate it are not able to obtain a median price, but must execute at the best bid and ask prices. Therefore, the tracking error for a fix with no price changes is at least the half-spread. The effect of the spread is not included in our simulation exercise, where we do not model the bid-ask spread for simplicity. Increases in quoted spreads will increase on the tracking error faced by participants, unless they are able to alter their trading strategies to obtain liquidity when the spread is comparatively lower. These timing effects will be reflected in the effective spread (the spread on actual trades). For the window event, we find an increase in quoted spreads across all currencies, but this does not impact effective spreads. Effective spreads for GBPUSD and EURSEK actually decline by 10 and 20% respectively. This may explain why empirical attainability
decreases for GBPUSD less than AUDUSD (8 times versus 11 times) and EURSEK attainability increases (See Table 1.7). Though this reconciliation is incomplete without consideration to changes in volatility.

**Changes in trading of individual participants**

There was significant discussion in the FSB’s 2015 post-implementation report about changes to the behaviour of participants in response to the window lengthening. In this section, we examine these changes to corroborate these discussions and explain our market liquidity results.

Table 1.11 shows volume for each of the four quarters of the fix, broken down by participant category. Each quarter is 15 seconds in duration in the before period, and 75 seconds in duration in the after period. Before the change, there was a tendency for volume to be concentrated in the first part of the fix, as evident in Table 1.11. Large dealers typically did 50% more aggressor volume in the first quarter of the fix than the last, with an even larger difference for passive trades (Table 1.11). Volume is more evenly distributed over the fix window in the new regime, although it does still tend to tail off somewhat during the final quarter, and this effect is statistically significant across most categories.\(^{28}\)

Changes in price impact of individual participants is of interest to test whether the lengthening of the fix window results in more obvious trading signals — measured as increased price impact. The first-quarter aggressor trading of major dealers had the largest price impact during the fix in the old regime, with an average of 1.3 basis points. The price impact of the large dealers falls during the remainder of the fix. Prop traders have the opposite pattern in price impact — it started low, at 0.3 basis points on average, and increased to 1.2 basis points by the end of the fix. In the new regime, price impact for the major dealers (Dealer - R) still falls slightly, from 1.0 to 0.8 basis points, while for other dealers the price impact is constant at 1.0. HFTs have the largest price impact under the new regime, of 1.3 to 1.4 basis points.

The p-value in Table 1.12 refers to a two-sample t-test of whether the mean price im-

---

\(^{28}\) The p-values in Table 1.11 refer to a two-sample t-test of difference in means of the ratio (trading volume in first half of the fix)/(trading volume in second half of the fix). Given the data, it can be read as a statistical test of whether trading volume is more evenly spread out in the after period.
pact during the fix is different before and after the fix window was lengthened. The categories with changes in price impact that are significant at the 5% level are: dealers, prop traders and HFTs. The average price impact of dealers across the fix has risen from 0.79 to 1.01 basis points, possibly due to the shift in the distribution of volume within the fix. The average price impact for prop traders has risen from 0.76 to 1.12 basis points, while for HFTs it has risen from 1.05 to 1.33 basis points.

We next examine the proportion of trading that happens before and after the fix. This is of interest as it is possibly a measure of the extent to which participants choose to avoid trading at the fix, by trading before it. Participants may trade ahead of the fix to avoid fix-related price volatility. The FSB’s 2015 post-implementation report says that fix trades by dealers have become significantly more automated through the use of agency execution algorithms — shifting fix trading flows from voice trading desks to automated trading desks. This appears to be in response to increased scrutiny of fix trades by front-office management and compliance staff (FSB, 2015). Our results do indicate that trading volume is more evenly distributed across the fix window now than before, and we find evidence of a change in the trade execution strategies of these participants. These results are detailed in Table 1.11, with other research by Ito and Yamada (2017) finding a similar distributional change. The switch to algorithms may also explain our observed reduction in effective spreads. An increase in timing ability, stemming from an algorithm being more capable to trade when the spread is comparatively narrower, would result in a reduction in effective spreads.

However, this change in behaviour by dealers has prompted some to suggest that other participants, namely HFTs, are more able to detect and trade on the order flow imbalance signal of these dealers, such as Ito and Yamada (2017) and Pragma (2015). We find some evidence to support this claim, with increased price impact during the fix window and a larger proportion of HFT volumes. Table 1.13 shows volume for the different participant categories, for the period 5 minutes before the fix, during the fix, and 5 minutes after the fix. These tables show a striking change in how much some important participants are trading right before relative to at the fix. Dealers used to do around 25% of their total volume in this time window during the pre-fix period. After the change, major and other dealers do 13% of their aggressor volume during the pre-period, and 17% of their passive volume. HFTs display a similar change — they have gone from doing on average 37 to 62% of their total aggressor volume during this period at the fix. Moreover, whilst the major dealers (Dealer -R) have reduced the absolute amount of aggressor trading done during time period, from 81.6 to 75.3m, HFTs have increased
from 123.5 to 142.5m. If we sum up all trading volume, aggressor and passive, HFTs, smaller dealers and asset managers have increased their trading volume in this time window by 8, 10 and 24% respectively. Larger dealers have reduced their volume by 5%, and agency brokers, commercial banks, custodians and hedge funds have reduced their volume even more (from 25 to 40% reductions).

Table 1.11: Window event: Mean volume of aggressor and passive trades, by fix quarter, before and after (*) the event, for GBPUSD and AUDUSD. Volume is first summed across all TCIDs in each participant group, for each currency-date-fix quarter combination, and then averaged across currency pairs and dates. Absolute value (‘Tot’) in million of base currency, quarterly volume (‘Q’) as share of total. P-value of two-sample t-test for difference in mean of the ratio (first half)/(second half).

<table>
<thead>
<tr>
<th>Participant</th>
<th>Aggr. Trades:</th>
<th>Before</th>
<th>After</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tot</td>
<td>Q1</td>
<td>Q2</td>
<td>Q3</td>
</tr>
<tr>
<td>Agency Broker</td>
<td>13.7</td>
<td>0.21</td>
<td>0.17</td>
<td>0.30</td>
</tr>
<tr>
<td>Asset Manager</td>
<td>14.7</td>
<td>0.27</td>
<td>0.27</td>
<td>0.25</td>
</tr>
<tr>
<td>Commercial Bank</td>
<td>36.2</td>
<td>0.37</td>
<td>0.23</td>
<td>0.22</td>
</tr>
<tr>
<td>Custodian</td>
<td>27.4</td>
<td>0.31</td>
<td>0.34</td>
<td>0.24</td>
</tr>
<tr>
<td>Dealer</td>
<td>42.4</td>
<td>0.26</td>
<td>0.31</td>
<td>0.23</td>
</tr>
<tr>
<td>Dealer - R</td>
<td>48.3</td>
<td>0.31</td>
<td>0.25</td>
<td>0.23</td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>10.1</td>
<td>0.20</td>
<td>0.40</td>
<td>0.10</td>
</tr>
<tr>
<td>Private Bank</td>
<td>3.5</td>
<td>0.43</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>Prop Trader</td>
<td>12.2</td>
<td>0.31</td>
<td>0.27</td>
<td>0.23</td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>48.0</td>
<td>0.28</td>
<td>0.28</td>
<td>0.26</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Participant</th>
<th>Passive Trades:</th>
<th>Before</th>
<th>After</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tot</td>
<td>Q1</td>
<td>Q2</td>
<td>Q3</td>
</tr>
<tr>
<td>Agency Broker</td>
<td>12.3</td>
<td>0.26</td>
<td>0.26</td>
<td>0.28</td>
</tr>
<tr>
<td>Asset Manager</td>
<td>6.0</td>
<td>0.67</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>Commercial Bank</td>
<td>40.3</td>
<td>0.31</td>
<td>0.28</td>
<td>0.22</td>
</tr>
<tr>
<td>Custodian</td>
<td>26.6</td>
<td>0.28</td>
<td>0.26</td>
<td>0.26</td>
</tr>
<tr>
<td>Dealer</td>
<td>41.3</td>
<td>0.28</td>
<td>0.27</td>
<td>0.24</td>
</tr>
<tr>
<td>Dealer - R</td>
<td>65.2</td>
<td>0.30</td>
<td>0.30</td>
<td>0.23</td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>10.9</td>
<td>0.25</td>
<td>0.25</td>
<td>0.23</td>
</tr>
<tr>
<td>Private Bank</td>
<td>10.5</td>
<td>0.10</td>
<td>0.10</td>
<td>0.48</td>
</tr>
<tr>
<td>Prop Trader</td>
<td>8.9</td>
<td>0.29</td>
<td>0.29</td>
<td>0.20</td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>27.7</td>
<td>0.36</td>
<td>0.20</td>
<td>0.23</td>
</tr>
</tbody>
</table>
Table 1.12: Window event: Mean price impact (5sec), by fix quarter, before and after (*), for GBPUSD and AUDUSD. Volume is first summed across all TCIDs in each participant group, for each currency-date-fix quarter combination, and then averaged across currency pairs and dates. Basis points. P-value for two-sample t-test of difference in mean price impact across the entire fix.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Q1</td>
<td>Q2</td>
</tr>
<tr>
<td>Agency Broker</td>
<td>-0.6</td>
<td>0.1</td>
</tr>
<tr>
<td>Asset Manager</td>
<td>0.4</td>
<td>1.0</td>
</tr>
<tr>
<td>Commercial Bank</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Custodian</td>
<td>0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>Dealer</td>
<td>0.7</td>
<td>1.0</td>
</tr>
<tr>
<td>Dealer - R</td>
<td>1.3</td>
<td>1.0</td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>-0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>Private Bank</td>
<td>1.0</td>
<td>-1.3</td>
</tr>
<tr>
<td>Prop Trader</td>
<td>0.3</td>
<td>1.3</td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>1.0</td>
<td>1.3</td>
</tr>
</tbody>
</table>

1.6 Implications for Benchmark Design

The findings in this study have several implications for the design of the 4PM Spot Closing Rate, and for benchmarks more generally. These are in respect to appropriate window length, minimum trade sizes, and sampling and weighting decisions.

We find that an increase in the size of the window of inputs used to calculate a benchmark results in increased tracking error (or reduced attainability) for participants trying to replicate a benchmark price. Therefore, benchmark administrators and regulators should be mindful that efforts to increase robustness must be weighed against attainability costs. We find that participants can significantly reduce their tracking error by splitting their fix orders over the reference window, but they may be unable to do so due to the large minimum trade size requirement of the reference market. As discussed in Section 1.4.2, the average trade size in the fix is between 1m and 2m, for participants that utilise it. This means that participants are already splitting orders as much as the minimum trade size of 1m USD allows them to. The large minimum trade size also means that smaller trading participants experience larger tracking error than larger participants.
Table 1.13: Window event: Mean volume of aggressor and passive trades, by pre-fix-post windows, before and after (*) the event, for GBPUSD and AUDUSD. Volume is first summed across all TCIDs in each participant group, for each currency-date-fix quarter combination, and then averaged across currency pairs and dates. Absolute value (‘Tot’) in million of base currency, others as share of total. P-values of two-sample t-test for difference in means for the ratios pre/total and fix/total.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Aggr. Trades:</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tot</td>
<td>Pre</td>
<td>Fix</td>
</tr>
<tr>
<td>Agency Broker</td>
<td>12.8</td>
<td>0.20</td>
<td>0.45</td>
</tr>
<tr>
<td>Asset Manager</td>
<td>23.0</td>
<td>0.29</td>
<td>0.41</td>
</tr>
<tr>
<td>Commercial Bank</td>
<td>46.3</td>
<td>0.24</td>
<td>0.56</td>
</tr>
<tr>
<td>Custodian</td>
<td>32.4</td>
<td>0.33</td>
<td>0.52</td>
</tr>
<tr>
<td>Dealer</td>
<td>73.2</td>
<td>0.24</td>
<td>0.52</td>
</tr>
<tr>
<td>Dealer - R</td>
<td>81.6</td>
<td>0.23</td>
<td>0.54</td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>9.9</td>
<td>0.28</td>
<td>0.35</td>
</tr>
<tr>
<td>Private Bank</td>
<td>4.9</td>
<td>0.33</td>
<td>0.24</td>
</tr>
<tr>
<td>Prop Trader</td>
<td>15.5</td>
<td>0.26</td>
<td>0.46</td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>123.5</td>
<td>0.32</td>
<td>0.37</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Participant</th>
<th>Passive Trades:</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tot</td>
<td>Pre</td>
<td>Fix</td>
</tr>
<tr>
<td>Agency Broker</td>
<td>14.9</td>
<td>0.25</td>
<td>0.38</td>
</tr>
<tr>
<td>Asset Manager</td>
<td>10.2</td>
<td>0.27</td>
<td>0.59</td>
</tr>
<tr>
<td>Commercial Bank</td>
<td>67.5</td>
<td>0.26</td>
<td>0.52</td>
</tr>
<tr>
<td>Custodian</td>
<td>31.7</td>
<td>0.26</td>
<td>0.54</td>
</tr>
<tr>
<td>Dealer</td>
<td>87.0</td>
<td>0.28</td>
<td>0.45</td>
</tr>
<tr>
<td>Dealer - R</td>
<td>120.6</td>
<td>0.25</td>
<td>0.52</td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>16.0</td>
<td>0.26</td>
<td>0.36</td>
</tr>
<tr>
<td>Private Bank</td>
<td>7.0</td>
<td>0.23</td>
<td>0.39</td>
</tr>
<tr>
<td>Prop Trader</td>
<td>10.7</td>
<td>0.27</td>
<td>0.41</td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>55.2</td>
<td>0.33</td>
<td>0.39</td>
</tr>
</tbody>
</table>
Our simulation results for attainability and robustness highlight the tension that exists between these properties. We have shown that a lengthening of the calculation window decreases attainability substantially, but only improves our robustness measure by a small amount. Several of our results stem from the use of a median in the WM/R benchmarking methodology, and it is therefore natural to ask whether the trade off between attainability and robustness can improved upon by using another location estimator in the benchmarking procedure. To quantify the choice we can use the simulation methodology developed in Section 1.4.3, but instead of studying the deviation between the ‘clean’ and ‘dirty’ benchmarks $f$ and $\tilde{f}$ using medians as the benchmarking procedure, we consider different benchmarking procedures and study the deviation between the dirty benchmark $\tilde{f}$ and the mean clean price in the fix window, $\bar{B} = \frac{1}{T} \sum_{t=1}^{T} B_t$. In statistical terms, we examine the (statistical) efficiency of various location estimators.

Figure 1.9 shows the deviation between mean clean price and various benchmarking procedures, for calculation windows of 60 and 300 seconds. It is clear that the median does not perform very well in comparison to the other estimators. In statistical terms, the median suffers from low efficiency. The large increase in the RMSE of the median when lengthening the window from 60 to 300 seconds further underlines the poor efficiency properties of the median. In comparison, both the trimmed and the winsorised mean perform much better, also compared with the more complicated Hodges-Lehman and Tukey biweight estimators. The winsorised mean performs especially well under the longer fix window, taking on the lowest variability of the benchmarking procedures under consideration. These results highlight that the median is, in a sense, an extreme choice of benchmarking methodology — it has good robustness properties but very poor efficiency, and that alternatives exists with almost equally good robustness but much better efficiency.

The choice of sampling only one trade per second for the benchmark is also a choice that improves the robustness of the benchmark, as a would-be manipulator’s trades cannot guarantee their trades are selected, but this choice also diminishes attainability. However, we think that increasing the number of trades sampled within a second would not improve attainability significantly, as the intra-second volatility is small relative to the inter-second volatility, and trades that consume multiple levels of liquidity are rare. The same is true of the choice to not use volume weighting in the benchmark, though we argue that the large number of single share executions means that this does not impact attainability significantly.
Figure 1.9: Efficiency of different benchmarking procedures. This Figure shows the root mean square deviation between the mean ‘clean’ price over the fix window, $B_T$, and various statistical location estimators (‘benchmarking procedures’). The estimators used are the median, the mean with 5% of the data trimmed away on either side, the mean with 5% of the data winsorised on either side, the Hodges-Lehman estimator and Tukey’s biweighted robust mean estimator. Unit: pips.
Duffie and Dworczak (2018) explore the trade-off between efficient estimation and the robustness to manipulative strategies in a theoretical setting. In their model they argue that the optimal transaction-based methodology is a capped volume weighted mean price, which weights transactions linearly up to an optimal size, after which weightings are constant.

Reductions in attainability are important, as they may lead to participants deciding not to trade at the benchmark, which then result in negative liquidity agglomeration effects that then diminish the benchmark’s representativeness. There is already evidence of this in the case of the popularity of NEX market’s ‘eFIX’ pre-fix netting product29 — an ‘independent netting and execution facility’ (FSB, 2015) that arranges matches between counterparties ahead of and at the yet-to-be-determined fix price. This means that flow that would have been executed within the fix window is instead executed outside of it. The netting facility relies on, but does not contribute to, fix price discovery. This is a similar case to dark pool venues in equity markets that reference the lit market price to match orders.

1.7 Conclusion

In this paper we have examined the effectiveness of the 4pm fix, the largest benchmark in FX markets. We proposed three dimensions along which the effectiveness of the benchmark can be evaluated: how closely the benchmark rate represents rates throughout the day (representativeness), the extent that market participants can replicate the fix rate through their own trading (attainability) and how resilient it is to manipulation (robustness). We also examine the liquidity conditions in the reference market, as liquidity is both a determinant and an outcome of benchmark effectiveness. Our unique dataset, consisting of event-by-event orderbook data identifying individual participants, allows us to connect these aggregate effects with changes in the trading patterns of different market participants around the benchmark.

Our first finding on representativeness is that price reversals after the fix mostly or wholly disappeared when the fix window was lengthened in 2015. It is not clear what would cause such a price pattern in the first place. Strong short-term predictability in prices is not something one would expect to see in a well-functioning financial market, although we are not the first to document it in the context of the 4pm fix, see Evans

---

We do conclude that the disappearance of price reversals indicate an improved functioning of the reference market during the fix window. This constitutes an improvement in the representativeness of the fix. This evidence is consistent with a curtailing of certain disruptive trading practices (see e.g. Osler et al. (2016) and Saakvitne (2016a) for examples of such trading practices), which would have the effect of lowering the prevalence of extreme price movements around the fix, which in turn improves the benchmark’s representativeness.

Our second finding on representativeness relates to the impact of the window lengthening in 2015, and the media reports of rigging allegations in 2013. The deviation between fix rates and daily volume-weighted average rates does not decrease for these events, after controlling for variables such as macroeconomic news and month-end dates. We do not find an effect on representativeness, despite the changes we observe in participant behaviour: a 20% reduction in the fix trading volume of the dealers that were involved in the scandal, as well as a change in the relative share of trading volume that dealers executed before, during and after the fix.

Our findings on attainability and robustness highlight the general trade-off that exists in benchmark design; the efforts to improve robustness, by lengthening the fix window to 5 minutes, came at the cost of as much as a fivefold increase in tracking error for users of the benchmark. We believe the increase in tracking error had two causes: a near-mechanical effect, which we illustrate and quantify through simulations; and a behaviour-driven effect, in the form of higher explicit trading costs (spreads). We do not take a stance on whether the overall effect amounts to an improvement or not, but it seems likely that there are reasonable benchmark designs that perform better than the current fix methodology on at least one of these two dimensions, without performing notably worse on the other.

The question of optimal benchmark design is one that the literature has only recently begun to examine — particularly how trade-based benchmarks should be designed. The history of the 4pm fix shows that robustness is an important consideration for trade-based benchmarks. It also brings to the forefront the issue of attainability, which is a unique concern for trade-based benchmarks. Overall, the 4pm fix’s methodology of sampling transaction prices over a very short and predetermined time interval does facilitate attainability more than alternative designs, such as closing auctions in equity markets with randomised clearing times and other mechanisms known only to participants ex-post.
Our findings also underline the importance of market liquidity as both a determinant of and an outcome of the effectiveness of a benchmark. For example, explicit trading costs (spreads) directly impact the attainability of a benchmark through the tracking error it impose on participants trying to replicate the benchmark rate, and changes to the benchmark design that feed back into market liquidity will therefore indirectly affect the benchmark’s attainability, as in the case of lengthening the fix window. Similarly, both the robustness and representativeness of the benchmarking procedure relies on having a liquid reference market, and so these aspects of benchmark effectiveness can also be inadvertently affected by changes to benchmark design through endogenous feedback effects. Therefore, a proposed change to a benchmark should not be examined in isolation, without taking into account the likely adaptations by market participants.

1.1 Methodology for Calculating the Fix

If the number of trades in the 1- or 5-minute window exceeds currency’s threshold proceed with trade methodology below, otherwise proceed with the order methodology in the next section:

Trade methodology:

1. For each second in the window, sample a single trade and record:
   
   (a) the trade price
   (b) whether it is a bid/offer trade (buy/sell)
   (c) the opposing side best bid or offer price

2. At the end of the window, pool together all:

   (a) bid trade prices with opposing bid prices
   (b) offer trade prices with opposing offer prices

---

30This threshold is predefined by WM/R and is not published.
31Trades are selected using a confidential sampling process. If the trade sampled is not a ‘valid’ trade (if it is outside of the BBO at the time of the trade) then the second is discarded.
32For example, if the trade sampled is an offer trade (a buy trade) obtain the best bid at the time of the trade. If the bid and offer are crossed at this point in time, the second is discarded.
3. Calculate a median of each of the bid and offer pools
4. Calculate the midpoint of these two medians
5. This is the WM/R 4pm fix Rate

If the number of trades is less than the currency’s threshold, proceed with order methodology:

**Order methodology:**

1. For each second in the window, sample\(^{33}\) the best bid and offer orders.
2. At the end of the window, pool together all:
   (a) bid orders
   (b) offer orders
3. Calculate a median of each of the bid and offer pools
4. Calculate the midpoint of these two medians
5. This is the WM/R 4pm fix Rate

### 1.2 Participant Categorisation Details

All order and trade events are identified by a four character Terminal Controller Identifier (Dealing) Code (TCID). This reconciles to the legal entity name of the trading firm as well as the location of its trading desk. A major dealer in our sample will have several TCIDs, but these are not separated by desk (e.g. treasury vs forwards), nor by flow (agency vs proprietary). There are 838 unique active TCIDs in our sample period and we assigned them to 11 different categories of participants. We did this by first sourcing additional information about the participants from Orbis’ Bureau van Dijk database of private and public companies. We then examined the websites of the companies to understand the nature of their business. Where information was scarce, as was the case for e.g. proprietary trading firms, we examined alternative sources, like the LinkedIn pages of their executives. This enabled us to discern if the business was principally focused in

---

\(^{33}\)Trades are selected using a confidential sampling process. If the order sampled are not ‘valid’ orders (if they are crossed) then the second is discarded.
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e.g. asset management, agency broking or proprietary trading.

‘Dealers’ consist of the investment banking firms that are dominant in the FX market as dealers. They number 14 in total, and must have an average rank in 2012 to 2017 Euromoney surveys in the top 18\textsuperscript{34} in three or more of the flow categories: Non-Financials, Real Money, Leveraged Funds and (non-dealing) Banks. We also identify a separate category of dealers, being the 7 that were fined for abuses within the WM/R 4pm fix, and this consists of almost all the top 5 dealers in practice. The FX market is highly concentrated, with Euromoney’s 2017 survey estimating that the top 5 banks account for 41.05% and 44.79% of trading in 2017 and 2016 respectively.\textsuperscript{35} In applying our categories, we apply the same category to all global entities: if a bank is a major dealer with 20 TCIDs in different global offices, we apply the same category to all. In practice over 95% of the trading of the major dealers is done in London, New York, Tokyo and Singapore. For the 4pm benchmark, this will consist of London and New York.

Custodians are firms that list the provision of custodian and fund administration as their core functions. While they might also provide fund management and other services, the vast majority of their funds under management are as custodian or administrator. While firms like J.P. Morgan and Citi have large custodian businesses, which, unfortunately, are not separately identified from their dealer businesses, we aim to classify firms according to their most dominant economic functions. Commercial banks are banks that are not Dealers, and typically self-described as ‘Commercial Banks’; these form the vast majority of TCIDs in our sample by number.

We have exercised judgement in the application of the categories so that they are as informative as possible. ‘Private Bank’ is differentiated from ‘Commercial Bank’ where the firm describes itself as such, or lists ‘Wealth Management’ as its primary function. ‘Hedge Fund’ is differentiated from Asset Management where the firm describes itself as such, or references ‘global macro strategies’, ‘FICC\textsuperscript{36} trading’ or ‘quantitative analysis’ as a primary focus. In contrast, asset managers make reference to managing pension or mutual funds without a FICC focus. We have vastly more hedge funds in our sample than asset managers.

‘Agency Broker’ is differentiated from ‘Commercial Bank’ where the firm is primarily

\textsuperscript{34}Most satisfy this requirement if the threshold is also set at 10.
\textsuperscript{36}Fixed Income Currency & Commodities
focused on agency execution services and describes itself foremost as a broker and does not provide commercial banking services. This category includes firms which provide FX spot and derivatives execution services to retail clients.

‘Prop Trading’ firms are those which manage trade using their own capital. ‘Prop Trader — HFT’ are a subset of this category, which employ strategies that are high frequency in nature. Many of these firms are self-described HFTs, but we also apply an objective criteria that the 1% left tail of the distribution of all order resting times in the sample for a TCID is below 200 milliseconds. We apply this as a secondary identification procedure for firms that are not self-described as HFTs.

Lastly, the ‘Commercial’ category consists of firms of an entirely non-financial nature — there are just a handful of these TCIDs in our sample. ‘Central Bank’ consists of central bank trading.

Of course, while we have categorised the nature of these businesses, we are unable to disaggregate their own flows from their clients, and to disaggregate their client flows. Most of the firms in our sample are dealers or banks. The asset managers that we see trading on their own account are a small subset of the total number of asset managers that are engaging their dealers to trade on their behalf.

Chaboud et al. (2014) utilises a dataset from EBS that contains identifiers for human and non-human automated trades, tracking the rise in computerised trading in FX markets from 2003 to 2007. They find that the percentage of trades with at least one automated counterparty rises almost linearly from 0% to between 60 and 80%. We do not have an identifier for algorithmic trades in our data, but we suspect the use of algorithms to submit orders (whether as programmed by a human or by an automated algorithm)\(^\text{37}\) to be highly pervasive in our sample from 2012 to 17, with Schaumburg (2014) and Arnold and Schaefer (2014) finding evidence this trend persists. Chaboud et al. (2014) are not able to distinguish HFT trades, as we are able to in our data.

\(^{37}\)For example, much trading is now handled by humans programming smart order routers that provide order splitting functionality across multiple trading venues.
1.3 Extended Attainability Simulation

The attainability simulation conducted in the paper assumes that every second in the benchmark window has a valid trade observation. The WM/R methodology excludes seconds that do not have trades, and in practice it is common for a significant number of seconds to have zero trades.

In this simulation we extend the first by accounting for the fact that the WM/R benchmark rate typically is not computed upon 60 trades, but a much smaller number.

We model the total number of trades in the fix window $m$ as the state of the Poisson process $M(T)$, and the trade times $t_1, \ldots, t_m$ as the associated arrival times. This is a natural generalization of the previous model, as it implies that the trade times $t_1, \ldots, t_m$ are uniformly scattered across the interval $[0, T]$.

The intensity of the Poisson process $M(t)$ can be estimated from the data, as the mean number of trades in the fix window. Clearly it is appropriate to use a different intensity when the fix window is $T = 300$ seconds long from when it is $T = 60$ seconds.

Now for each trade time $t_i$ we sample the price process, $B(t_i)$, and compute the benchmark rate $f$ as the median:

$$f = \text{median}\{B_1, B_2, \ldots, B_m\}$$

The average price attained by the hypothetical trader trying to replicate the spot rate is computed in the same manner as Simulation 1, and correspondingly we study the ‘tracking errors’ $e_1, \ldots, e_K$ from a large number $K$ of simulations, for $T = 1$ and $T = 5$.

Results of Simulation

The results of this simulation are reported in Figure 1.10. The red line shows the percentage increase in in RMSE a hypothetical participant that wishes to attain the benchmark experiences under a 60-second window regime to a 300-second window. The mean number of trades in the old regime is 20, and the mean number of trades in the new regime is $20^k$(the number on the x-axis). The blue line is similar, but now the mean number of trades in the old regime is 30.
Figure 1.10: Simulation of Benchmark Windows with Varying Seconds With Trades
This Figure reports the results of the simulation exercise, which computes tracking error, reported on the y-axis in pips, for the 1-minute and 5-minute window lengths across a varying number of seconds with trades (m), reported on the x-axis. Per-second volatility is calculated assuming a yearly volatility of 0.2.
1.4 Full Regression Tables
**Table 1.14: Regression of Representativeness Measure $D_{t,p}$ — Media Event**

This table reports coefficient estimates for the window event study for a pooled regression of currency-pair dates. The dependent variable, $D_{t,p}$ is the log ratio of the total volume traded in the fix, versus the control period, for a given a currency-date. $AfterMedia$ is a dummy variable, which takes the value of one for the time period after ‘the window event’ on the 12 June 2013. $eurhuf$, $eursek$, $eurusd$ and $gbpusd$ are dummy variables for each currency pair, representing currency fixed effects. $Vol(level)$ is the time-weighted average of the options midpoint price for fix window. $Month – end$ is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. $macro$ is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 2pm to the end of the fix.

<table>
<thead>
<tr>
<th>Representativeness: $D_{t,p}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>after media</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>eurhuf</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>eursek</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>eurusd</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>gbpusd</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>vol (level)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>monthend</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>macro</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Weekday Dummy? Yes  
Month Dummy? Yes  
Constant $3.17^{***}$  

<table>
<thead>
<tr>
<th>Observations</th>
<th>1,035</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.04</td>
</tr>
</tbody>
</table>

*Note:* $^*p<0.1; ^{*}p<0.05; ^{***}p<0.01$
**Table 1.15: Regression of Representativeness Measure $D_{t,p}$ — Window Event**

This table reports coefficient estimates for the window event study for a pooled regression of currency-pair dates. The dependent variable, $D_{t,p}$, is the log ratio of the total volume traded in the fix, versus the control period, for a given a currency-date. *AfterWindow* is a dummy variable, which takes the value of one for the time period after ‘the window event’ on the 15 February 2015. *eurhuf, eursek, eurusd* and *gbpusd* are dummy variables for each currency pair, representing currency fixed effects. *Vol(level)* is the time-weighted average of the options midpoint price for fix window. *Month − end* is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. *macro* is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 2pm to the end of the fix.

<table>
<thead>
<tr>
<th>Representativeness: $D_{t,p}$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>after window</td>
<td>−0.06</td>
</tr>
<tr>
<td></td>
<td>−0.22</td>
</tr>
<tr>
<td>eurhuf</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>1.47</td>
</tr>
<tr>
<td>eursek</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
</tr>
<tr>
<td>eurusd</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>0.64</td>
</tr>
<tr>
<td>gbpusd</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>0.16</td>
</tr>
<tr>
<td>vol (level)</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>0.81</td>
</tr>
<tr>
<td>monthend</td>
<td>−0.65</td>
</tr>
<tr>
<td></td>
<td>−0.79</td>
</tr>
<tr>
<td>macro</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
</tr>
</tbody>
</table>

Weekday Dummy? Yes

Month Dummy? Yes

Constant

| 3.09*** |
| 6.50   |

Observations 763
R² 0.01

*Note:* *p<0.1; **p<0.05; ***p<0.01*
Table 1.16: Regression of Representativeness Measure $D_{t,p}$ — Full Sample Time Trend

This table reports coefficient estimates for a pooled regression of currency-pair dates. The dependent variable, $D_{t,p}$, is the log ratio of the total volume traded in the fix, versus the control period, for a given a currency-date. `datecount` is a time trend variable, which increments one for each date in our sample. `eurhuf`, `eursek`, `eurusd` and `gbpusd` are dummy variables for each currency pair, representing currency fixed effects. `Vol(level)` is the time-weighted average of the options midpoint price for fix window. `Month − end` is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. `macro` is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 2pm to the end of the fix.

<table>
<thead>
<tr>
<th>Representativeness: $D_{t,p}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>datecount</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>eurhuf</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>eursek</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>eurusd</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>gbpusd</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>vol (level)</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>monthend</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>macro</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Weekday Dummy?</td>
</tr>
<tr>
<td>Month Dummy?</td>
</tr>
<tr>
<td>Constant</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

71 Observations
R² 0.02

*Note: $^*p<0.1; ^{**}p<0.05; ^{***}p<0.01$
Table 1.17: Regression of Log Ratio of Volume (Fix/Non-Fix) — Media Event

This table reports coefficient estimates for media event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, Volume is the log ratio of the total volume traded in the fix, versus the control period, for a given a currency-date. AfterDummy is a dummy variable, which takes the value of one for the time period after ‘the media event’ on the 12 June 2013. Volatility is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. Vol(level) is the time-weighted average of the options midpoint price for the fix window. Carry(ratio) and ShortUSD(ratio) is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. Month−end is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. macro is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th>Volume</th>
<th>AUDUSD</th>
<th>EURHUF</th>
<th>EURSEK</th>
<th>EURUSD</th>
<th>GBPUSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
</tr>
<tr>
<td>After dummy</td>
<td>0.08</td>
<td>0.35*</td>
<td>0.10</td>
<td>0.18</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>0.65</td>
<td>1.81</td>
<td>0.55</td>
<td>0.83</td>
<td>1.20</td>
</tr>
<tr>
<td>Volatility</td>
<td>0.06</td>
<td>0.003</td>
<td>-0.04</td>
<td>0.14</td>
<td>0.14**</td>
</tr>
<tr>
<td></td>
<td>0.92</td>
<td>0.03</td>
<td>-0.47</td>
<td>1.28</td>
<td>2.30</td>
</tr>
<tr>
<td>Vol. (level)</td>
<td>-0.03</td>
<td>-0.04</td>
<td>-0.08</td>
<td>0.09</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td>-0.43</td>
<td>-0.57</td>
<td>-1.14</td>
<td>0.75</td>
<td>-0.28</td>
</tr>
<tr>
<td>Carry (ratio)</td>
<td>-0.02</td>
<td>-0.16*</td>
<td>0.03</td>
<td>-0.12</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>-0.39</td>
<td>-1.84</td>
<td>0.42</td>
<td>-1.02</td>
<td>-0.26</td>
</tr>
<tr>
<td>Short USD (ratio)</td>
<td>0.02</td>
<td>-0.08</td>
<td>-0.05</td>
<td>-0.06</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>0.37</td>
<td>-0.86</td>
<td>-0.89</td>
<td>-0.56</td>
<td>0.96</td>
</tr>
<tr>
<td>Month-end</td>
<td>1.19***</td>
<td>0.92*</td>
<td>0.96***</td>
<td>0.78*</td>
<td>1.22***</td>
</tr>
<tr>
<td></td>
<td>2.82</td>
<td>1.93</td>
<td>4.21</td>
<td>1.93</td>
<td>8.27</td>
</tr>
<tr>
<td>Macro</td>
<td>-0.12</td>
<td>0.24</td>
<td>0.03</td>
<td>0.09</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td>-0.98</td>
<td>1.23</td>
<td>0.21</td>
<td>0.37</td>
<td>-0.83</td>
</tr>
<tr>
<td>Constant</td>
<td>-1.86***</td>
<td>-3.31***</td>
<td>-1.75***</td>
<td>-4.52***</td>
<td>-1.90***</td>
</tr>
<tr>
<td></td>
<td>-12.91</td>
<td>-12.94</td>
<td>-7.44</td>
<td>-20.80</td>
<td>-13.60</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weekday dummy?</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>124</td>
<td>112</td>
<td>127</td>
<td>94</td>
<td>126</td>
</tr>
<tr>
<td>R²</td>
<td>0.17</td>
<td>0.13</td>
<td>0.08</td>
<td>0.17</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01
Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
Table 1.18: Regression of Log Ratio of Quoted spread (Fix/Non-Fix) — Media Event
This table reports coefficient estimates for the media event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, Quotedspread is the log ratio of the time-weighted quoted spread in the fix, versus the control period, for a given a currency-date. AfterDummy is a dummy variable, which takes the value of one for the time period after 'the media event' on the 12 June 2013. Volatility is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. Vol(level) is the time-weighted average of the options midpoint price for the fix window. Carry(ratio) and ShortUSD(ratio) is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. Month-end is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. macro is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th></th>
<th>AUDUSD</th>
<th>EURHUF</th>
<th>EURSEK</th>
<th>EURUSD</th>
<th>GBPUSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>After dummy</td>
<td>−0.10***</td>
<td>−0.01</td>
<td>0.10</td>
<td>0.09**</td>
<td>−0.11***</td>
</tr>
<tr>
<td>Volatility</td>
<td>0.01</td>
<td>−0.02</td>
<td>0.04*</td>
<td>0.02</td>
<td>−0.01</td>
</tr>
<tr>
<td>Vol. (level)</td>
<td>1.24</td>
<td>−0.43</td>
<td>1.80</td>
<td>0.92</td>
<td>−0.48</td>
</tr>
<tr>
<td>Volatility</td>
<td>−0.03**</td>
<td>0.03</td>
<td>−0.04</td>
<td>0.09***</td>
<td>−0.02</td>
</tr>
<tr>
<td>Vol. (level)</td>
<td>−2.45</td>
<td>0.57</td>
<td>−1.45</td>
<td>2.86</td>
<td>−1.60</td>
</tr>
<tr>
<td>Carry (ratio)</td>
<td>0.01</td>
<td>−0.02</td>
<td>−0.04</td>
<td>−0.03</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>1.07</td>
<td>−0.38</td>
<td>−1.25</td>
<td>−0.09</td>
<td>0.21</td>
</tr>
<tr>
<td>Short USD (ratio)</td>
<td>−0.01</td>
<td>−0.02</td>
<td>0.01</td>
<td>−0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>−1.42</td>
<td>−0.40</td>
<td>0.47</td>
<td>−0.48</td>
<td>0.76</td>
</tr>
<tr>
<td>Month-end</td>
<td>0.02</td>
<td>0.22</td>
<td>0.07</td>
<td>−0.07</td>
<td>−0.01</td>
</tr>
<tr>
<td></td>
<td>0.22</td>
<td>0.65</td>
<td>0.68</td>
<td>−0.63</td>
<td>−0.23</td>
</tr>
<tr>
<td>Macro</td>
<td>0.02</td>
<td>−0.06</td>
<td>−0.005</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>0.98</td>
<td>−0.57</td>
<td>−0.08</td>
<td>0.43</td>
<td>0.51</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.29***</td>
<td>−0.29**</td>
<td>−0.56***</td>
<td>0.24***</td>
<td>−0.33***</td>
</tr>
<tr>
<td></td>
<td>−12.25</td>
<td>−2.42</td>
<td>−8.61</td>
<td>5.36</td>
<td>−13.09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weekday dummy?</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>121</td>
<td>130</td>
<td>127</td>
<td>127</td>
<td>126</td>
</tr>
<tr>
<td>R²</td>
<td>0.40</td>
<td>0.03</td>
<td>0.10</td>
<td>0.16</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01
Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
Table 1.19: Regression of Log Ratio of Depth at best (Fix/Non-Fix) — Media Event

This table reports coefficient estimates for the media event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, Depth<sub>atbest</sub> is the log ratio of the time-weighted depth at the best bid and offer in the fix, versus the control period, for a given a currency-date. AfterDummy is a dummy variable, which takes the value of one for the time period after ‘the media event’ on the 12 June 2013. Volatility is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. Vol(level) is the time-weighted average of the options midpoint price for the fix window. Carry(ratio) and ShortUSD(ratio) is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. Month – end is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. macro is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th></th>
<th>AUDUSD</th>
<th>EURHUF</th>
<th>EURSEK</th>
<th>EURUSD</th>
<th>GBPUSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>After dummy</td>
<td>-0.10</td>
<td>-0.003</td>
<td>0.06</td>
<td>-0.02</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>-1.03</td>
<td>-0.04</td>
<td>0.48</td>
<td>-0.39</td>
<td>1.43</td>
</tr>
<tr>
<td>Volatility</td>
<td>0.01</td>
<td>0.07</td>
<td>0.02</td>
<td>0.01</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>1.58</td>
<td>0.29</td>
<td>0.50</td>
<td>-0.90</td>
</tr>
<tr>
<td>Vol. (level)</td>
<td>0.22***</td>
<td>-0.01</td>
<td>-0.06</td>
<td>0.07**</td>
<td>-0.03</td>
</tr>
<tr>
<td></td>
<td>4.59</td>
<td>-0.25</td>
<td>-1.18</td>
<td>2.53</td>
<td>-0.58</td>
</tr>
<tr>
<td>Carry (ratio)</td>
<td>0.004</td>
<td>-0.04</td>
<td>0.01</td>
<td>-0.002</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>-1.04</td>
<td>0.13</td>
<td>-0.08</td>
<td>-0.46</td>
</tr>
<tr>
<td>Short USD (ratio)</td>
<td>0.01</td>
<td>0.04</td>
<td>-0.05</td>
<td>0.03</td>
<td>-0.03</td>
</tr>
<tr>
<td></td>
<td>0.28</td>
<td>0.99</td>
<td>-0.91</td>
<td>1.18</td>
<td>-0.74</td>
</tr>
<tr>
<td>Month-end</td>
<td>0.28*</td>
<td>0.02</td>
<td>0.30*</td>
<td>0.08</td>
<td>0.49**</td>
</tr>
<tr>
<td></td>
<td>1.94</td>
<td>0.14</td>
<td>1.85</td>
<td>0.44</td>
<td>2.42</td>
</tr>
<tr>
<td>Macro</td>
<td>0.18**</td>
<td>0.06</td>
<td>0.12</td>
<td>0.03</td>
<td>0.15*</td>
</tr>
<tr>
<td></td>
<td>2.08</td>
<td>0.76</td>
<td>1.25</td>
<td>0.64</td>
<td>1.80</td>
</tr>
<tr>
<td>Constant</td>
<td>0.84***</td>
<td>-0.32***</td>
<td>0.39***</td>
<td>0.06</td>
<td>0.58***</td>
</tr>
<tr>
<td></td>
<td>8.28</td>
<td>-3.98</td>
<td>3.48</td>
<td>0.88</td>
<td>6.33</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weekday dummy?</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>124</td>
<td>130</td>
<td>127</td>
<td>127</td>
<td>126</td>
</tr>
<tr>
<td>R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.25</td>
<td>0.10</td>
<td>0.06</td>
<td>0.11</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01

Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
Table 1.20: Regression of Log Ratio of Depth at Top 10 (Fix/Non-Fix) — Media Event

This table reports coefficient estimates for the media event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, DepthatTop10 is the log ratio of the time-weighted depth at the best 10 bid and offer price levels in the fix, versus the control period, for a given a currency-date. AfterDummy is a dummy variable, which takes the value of one for the time period after 'the media event' on the 12 June 2013. Volatility is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. Vol(level) is the time-weighted average of the options midpoint price for the fix window. Carry(ratio) and ShortUSD(ratio) is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. Month-end is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. macro is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th></th>
<th>AUDUSD</th>
<th>EURHUF</th>
<th>EURSEK</th>
<th>EURUSD</th>
<th>GBPUSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>After dummy</td>
<td>-0.01</td>
<td>-0.21**</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.11*</td>
</tr>
<tr>
<td></td>
<td>-0.23</td>
<td>-2.39</td>
<td>-0.31</td>
<td>0.67</td>
<td>1.89</td>
</tr>
<tr>
<td>Volatility</td>
<td>0.003</td>
<td>0.07</td>
<td>0.03</td>
<td>-0.004</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td>0.13</td>
<td>1.47</td>
<td>0.54</td>
<td>-0.35</td>
<td>-0.96</td>
</tr>
<tr>
<td>Vol. (level)</td>
<td>0.10***</td>
<td>-0.04</td>
<td>-0.08</td>
<td>0.003</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>3.27</td>
<td>-0.89</td>
<td>-1.59</td>
<td>0.19</td>
<td>-0.25</td>
</tr>
<tr>
<td>Carry (ratio)</td>
<td>-0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>-0.01</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>-0.32</td>
<td>0.43</td>
<td>0.33</td>
<td>-0.92</td>
<td>-1.60</td>
</tr>
<tr>
<td>Short USD (ratio)</td>
<td>0.02</td>
<td>0.05</td>
<td>-0.05</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>0.73</td>
<td>1.38</td>
<td>-1.15</td>
<td>0.94</td>
<td>0.77</td>
</tr>
<tr>
<td>Month-end</td>
<td>0.26*</td>
<td>0.05</td>
<td>0.23</td>
<td>0.07</td>
<td>0.32***</td>
</tr>
<tr>
<td></td>
<td>1.77</td>
<td>0.24</td>
<td>1.30</td>
<td>0.96</td>
<td>3.26</td>
</tr>
<tr>
<td>Macro</td>
<td>0.10**</td>
<td>0.07</td>
<td>0.14*</td>
<td>-0.02</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>2.14</td>
<td>0.92</td>
<td>1.75</td>
<td>-0.70</td>
<td>1.19</td>
</tr>
<tr>
<td>Constant</td>
<td>0.31***</td>
<td>-0.17</td>
<td>0.28***</td>
<td>0.08***</td>
<td>0.19***</td>
</tr>
<tr>
<td></td>
<td>3.72</td>
<td>-1.22</td>
<td>2.84</td>
<td>3.11</td>
<td>3.52</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weekday dummy?</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>124</td>
<td>130</td>
<td>127</td>
<td>127</td>
<td>126</td>
</tr>
<tr>
<td>R²</td>
<td>0.24</td>
<td>0.13</td>
<td>0.10</td>
<td>0.07</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01
Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
**Table 1.21: Regression of Log Ratio of Effective Spread (Fix/Non-Fix) — Media Event**

This table reports coefficient estimates for the media event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, \( \text{Effective spread} \) is the log ratio of the volume-weighted spread at the time a trade occurs, versus the control period, for a given a currency-date. \( \text{AfterDummy} \) is a dummy variable, which takes the value of one for the time period after ‘the media event’ on the 12 June 2013. \( \text{Volatility} \) is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. \( \text{Vol(level)} \) is the time-weighted average of the options midpoint price for the fix window. \( \text{Carry(ratio)} \) and \( \text{ShortUSD(ratio)} \) is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. \( \text{Month – end} \) is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. \( \text{macro} \) is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th>Effective spread</th>
<th>AUDUSD</th>
<th>EURHUF</th>
<th>EURSEK</th>
<th>EURUSD</th>
<th>GBPUSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>After dummy</td>
<td>−0.12***</td>
<td>−0.05</td>
<td>0.18**</td>
<td>0.01</td>
<td>−0.10***</td>
</tr>
<tr>
<td></td>
<td>−3.72</td>
<td>−0.41</td>
<td>2.48</td>
<td>0.09</td>
<td>−4.07</td>
</tr>
<tr>
<td>Volatility</td>
<td>0.01</td>
<td>0.06</td>
<td>0.01</td>
<td>0.10**</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>1.17</td>
<td>1.05</td>
<td>0.56</td>
<td>2.03</td>
<td>1.29</td>
</tr>
<tr>
<td>Vol. (level)</td>
<td>0.01</td>
<td>0.12**</td>
<td>−0.11***</td>
<td>0.01</td>
<td>−0.01</td>
</tr>
<tr>
<td></td>
<td>0.88</td>
<td>2.14</td>
<td>−3.24</td>
<td>0.14</td>
<td>−0.88</td>
</tr>
<tr>
<td>Carry (ratio)</td>
<td>−0.01</td>
<td>−0.02</td>
<td>−0.04</td>
<td>−0.07*</td>
<td>−0.01</td>
</tr>
<tr>
<td></td>
<td>−0.39</td>
<td>−0.36</td>
<td>−1.53</td>
<td>−1.65</td>
<td>−0.96</td>
</tr>
<tr>
<td>Short USD (ratio)</td>
<td>−0.003</td>
<td>0.05</td>
<td>0.002</td>
<td>−0.03</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>−0.30</td>
<td>0.65</td>
<td>0.08</td>
<td>−0.69</td>
<td>1.40</td>
</tr>
<tr>
<td>Month-end</td>
<td>0.12***</td>
<td>0.25</td>
<td>0.30***</td>
<td>0.11</td>
<td>0.15***</td>
</tr>
<tr>
<td></td>
<td>2.81</td>
<td>0.80</td>
<td>3.57</td>
<td>0.47</td>
<td>2.70</td>
</tr>
<tr>
<td>Macro</td>
<td>−0.03</td>
<td>−0.09</td>
<td>0.05</td>
<td>−0.03</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>−1.40</td>
<td>−0.65</td>
<td>0.83</td>
<td>−0.36</td>
<td>1.20</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.03</td>
<td>−0.40**</td>
<td>−0.42***</td>
<td>0.27**</td>
<td>−0.09***</td>
</tr>
<tr>
<td></td>
<td>−0.91</td>
<td>−2.46</td>
<td>−5.54</td>
<td>2.23</td>
<td>−3.46</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weekday dummy?</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>124</td>
<td>112</td>
<td>127</td>
<td>94</td>
<td>126</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.25</td>
<td>0.07</td>
<td>0.13</td>
<td>0.18</td>
<td>0.21</td>
</tr>
</tbody>
</table>

*Note:* \(^*p<0.1; \,**p<0.05; \,***p<0.01\)

Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
Table 1.22: Regression of Log Ratio of Price impact (1ms) — Media Event
This table reports coefficient estimates for the media event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, $\text{Priceimpact}(1\text{ms})$ is the log ratio of the volume-weighted price impact of a trade over a 1 millisecond period, versus the control period, for a given a currency-date. $\text{AfterDummy}$ is a dummy variable, which takes the value of one for the time period after ‘the media event’ on the 12 June 2013. $Volatility$ is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. $\text{Vol}(\text{level})$ is the time-weighted average of the options midpoint price for the fix window. $\text{Carry(ratio)}$ and $\text{ShortUSD(ratio)}$ is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. $\text{Month – end}$ is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. $\text{macro}$ is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th>Price impact (1ms)</th>
<th>AUDUSD (1)</th>
<th>EURHUF (2)</th>
<th>EURSEK (3)</th>
<th>EURUSD (4)</th>
<th>GBPUSD (5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>After dummy</td>
<td>−0.04</td>
<td>−0.03</td>
<td>0.11</td>
<td>0.08</td>
<td>−0.12*</td>
</tr>
<tr>
<td></td>
<td>−0.47</td>
<td>−0.18</td>
<td>0.94</td>
<td>0.52</td>
<td>−1.83</td>
</tr>
<tr>
<td>Volatility</td>
<td>0.04</td>
<td>−0.01</td>
<td>0.02</td>
<td>0.32***</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>1.19</td>
<td>−0.06</td>
<td>0.44</td>
<td>3.64</td>
<td>0.94</td>
</tr>
<tr>
<td>Vol. (level)</td>
<td>−0.01</td>
<td>0.10</td>
<td>−0.07</td>
<td>0.06</td>
<td>−0.03</td>
</tr>
<tr>
<td></td>
<td>−0.22</td>
<td>1.21</td>
<td>−1.20</td>
<td>0.61</td>
<td>−0.71</td>
</tr>
<tr>
<td>Carry (ratio)</td>
<td>−0.02</td>
<td>−0.04</td>
<td>0.004</td>
<td>−0.01</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>−0.58</td>
<td>−0.47</td>
<td>0.08</td>
<td>−0.12</td>
<td>1.01</td>
</tr>
<tr>
<td>Short USD (ratio)</td>
<td>0.01</td>
<td>−0.04</td>
<td>0.06</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>0.46</td>
<td>−0.43</td>
<td>1.26</td>
<td>0.25</td>
<td>0.61</td>
</tr>
<tr>
<td>Month-end</td>
<td>0.26</td>
<td>−0.43</td>
<td>0.21</td>
<td>−0.87**</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>1.03</td>
<td>−0.90</td>
<td>0.84</td>
<td>−2.04</td>
<td>0.57</td>
</tr>
<tr>
<td>Macro</td>
<td>−0.06</td>
<td>0.12</td>
<td>−0.07</td>
<td>−0.11</td>
<td>−0.02</td>
</tr>
<tr>
<td></td>
<td>−0.80</td>
<td>0.70</td>
<td>−0.71</td>
<td>−0.61</td>
<td>−0.29</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.43***</td>
<td>−0.40*</td>
<td>−0.58***</td>
<td>0.61***</td>
<td>−0.34***</td>
</tr>
<tr>
<td></td>
<td>−4.74</td>
<td>−1.71</td>
<td>−4.97</td>
<td>4.68</td>
<td>−4.40</td>
</tr>
</tbody>
</table>

| Weekday dummy?    | Yes       | Yes       | Yes       | Yes       | Yes       |
| Observations      | 123       | 106       | 127       | 88        | 126       |
| $R^2$             | 0.07      | 0.07      | 0.06      | 0.24      | 0.09      |

* $p<0.1$, ** $p<0.05$, *** $p<0.01$
Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
Table 1.23: Regression of Log Ratio of Price impact (1 Second) — Media Event

This table reports coefficient estimates for the media event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, \( \text{Priceimpact}(1\text{sec}) \) is the log ratio of the volume-weighted price impact of a trade over a 1 second period, versus the control period, for a given a currency-date. \( \text{AfterDummy} \) is a dummy variable, which takes the value of one for the time period after ‘the media event’ on the 12 June 2013. \( \text{Volatility} \) is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. \( \text{Vol}(\text{level}) \) is the time-weighted average of the options midpoint price for the fix window. \( \text{Carry}(\text{ratio}) \) and \( \text{ShortUSD}(\text{ratio}) \) is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. \( \text{Month-end} \) is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. \( \text{macro} \) is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th></th>
<th>AUDUSD (1)</th>
<th>EURHUF (2)</th>
<th>EURSEK (3)</th>
<th>EURUSD (4)</th>
<th>GBPUSD (5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>After dummy</td>
<td>−0.09</td>
<td>0.23</td>
<td>0.10</td>
<td>−0.39*</td>
<td>−0.05</td>
</tr>
<tr>
<td></td>
<td>−1.08</td>
<td>1.00</td>
<td>0.83</td>
<td>−1.92</td>
<td>−0.60</td>
</tr>
<tr>
<td>Volatility</td>
<td>0.02</td>
<td>−0.05</td>
<td>0.02</td>
<td>0.30***</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>0.49</td>
<td>−0.41</td>
<td>0.43</td>
<td>2.89</td>
<td>0.59</td>
</tr>
<tr>
<td>Vol. (level)</td>
<td>−0.04</td>
<td>0.04</td>
<td>−0.03</td>
<td>−0.07</td>
<td>−0.06</td>
</tr>
<tr>
<td></td>
<td>−0.95</td>
<td>0.47</td>
<td>−0.55</td>
<td>−0.78</td>
<td>−1.26</td>
</tr>
<tr>
<td>Carry (ratio)</td>
<td>0.01</td>
<td>0.04</td>
<td>−0.01</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>0.35</td>
<td>0.40</td>
<td>−0.22</td>
<td>0.08</td>
<td>1.02</td>
</tr>
<tr>
<td>Short USD (ratio)</td>
<td>−0.02</td>
<td>−0.06</td>
<td>0.04</td>
<td>−0.02</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>−0.45</td>
<td>−0.57</td>
<td>0.77</td>
<td>−0.24</td>
<td>0.29</td>
</tr>
<tr>
<td>Month-end</td>
<td>0.16</td>
<td>−0.60*</td>
<td>0.05</td>
<td>−0.59</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>0.74</td>
<td>−1.75</td>
<td>0.22</td>
<td>−1.08</td>
<td>0.53</td>
</tr>
<tr>
<td>Macro</td>
<td>−0.08</td>
<td>0.14</td>
<td>−0.11</td>
<td>−0.15</td>
<td>−0.04</td>
</tr>
<tr>
<td></td>
<td>−1.15</td>
<td>0.72</td>
<td>−1.07</td>
<td>−0.88</td>
<td>−0.48</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.64***</td>
<td>−0.40</td>
<td>−0.49***</td>
<td>0.19</td>
<td>−0.47***</td>
</tr>
<tr>
<td></td>
<td>−5.83</td>
<td>−1.45</td>
<td>−4.50</td>
<td>1.01</td>
<td>−4.28</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weekday dummy?</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>123</td>
<td>106</td>
<td>127</td>
<td>82</td>
<td>126</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.11</td>
<td>0.06</td>
<td>0.04</td>
<td>0.29</td>
<td>0.05</td>
</tr>
</tbody>
</table>

*Note:* *p<0.1, **p<0.05, ***p<0.01

Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
Table 1.24: Regression of Log Ratio of Price impact (5 Sec) — Media Event

This table reports coefficient estimates for the media event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, $Priceimpact(5sec)$ is the log ratio of the volume-weighted price impact of a trade over a 5 second period, versus the control period, for a given a currency-date. $AfterDummy$ is a dummy variable, which takes the value of one for the time period after ‘the media event’ on the 12 June 2013. $Volatility$ is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. $Vol(level)$ is the time-weighted average of the options midpoint price for the fix window. $Carry(ratio)$ and $ShortUSD(ratio)$ is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. $Month – end$ is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. $macro$ is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th></th>
<th>Price impact (5sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUDUSD (1)</td>
</tr>
<tr>
<td>After dummy</td>
<td>−0.10</td>
</tr>
<tr>
<td></td>
<td>−0.88</td>
</tr>
<tr>
<td>Volatility</td>
<td>−0.03</td>
</tr>
<tr>
<td></td>
<td>−0.72</td>
</tr>
<tr>
<td>Vol. (level)</td>
<td>−0.03</td>
</tr>
<tr>
<td></td>
<td>−0.52</td>
</tr>
<tr>
<td>Carry (ratio)</td>
<td>−0.01</td>
</tr>
<tr>
<td></td>
<td>−0.18</td>
</tr>
<tr>
<td>Short USD (ratio)</td>
<td>−0.02</td>
</tr>
<tr>
<td></td>
<td>−0.35</td>
</tr>
<tr>
<td>Month-end</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>0.68</td>
</tr>
<tr>
<td>Macro</td>
<td>−0.03</td>
</tr>
<tr>
<td></td>
<td>−0.31</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.56***</td>
</tr>
<tr>
<td></td>
<td>−3.35</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weekday dummy?</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>123</td>
<td>101</td>
<td>127</td>
<td>72</td>
<td>124</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.11</td>
<td>0.05</td>
<td>0.07</td>
<td>0.09</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01
Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
Table 1.25: Regression of Log Ratio of Volume (Fix/Non-Fix) — Window Event

This table reports coefficient estimates for the window event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, Volume is the log ratio of the total volume traded in the fix, versus the control period, for a given a currency-date. AfterDummy is a dummy variable, which takes the value of one for the time period after ‘the window event’ on the 15 February 2015. Volatility is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. Vol(level) is the time-weighted average of the options midpoint price for the fix window. Carry(ratio) and ShortUSD(ratio) is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. Month – end is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. macro is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th></th>
<th>AUDUSD</th>
<th>EURHUF</th>
<th>EURSEK</th>
<th>EURUSD</th>
<th>GBPUSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>After dummy</td>
<td>0.08</td>
<td>0.34*</td>
<td>0.19</td>
<td>0.61***</td>
<td>0.26**</td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>1.76</td>
<td>1.18</td>
<td>3.10</td>
<td>2.01</td>
</tr>
<tr>
<td>Volatility</td>
<td>−0.03</td>
<td>−0.15</td>
<td>0.13</td>
<td>0.25***</td>
<td>−0.12**</td>
</tr>
<tr>
<td></td>
<td>−0.30</td>
<td>−1.27</td>
<td>1.58</td>
<td>3.18</td>
<td>−1.97</td>
</tr>
<tr>
<td>Vol. (level)</td>
<td>−0.09</td>
<td>−0.03</td>
<td>0.02</td>
<td>−0.15</td>
<td>−0.01</td>
</tr>
<tr>
<td></td>
<td>−1.47</td>
<td>−0.24</td>
<td>0.17</td>
<td>−1.47</td>
<td>−0.27</td>
</tr>
<tr>
<td>Carry (ratio)</td>
<td>−0.002</td>
<td>−0.13</td>
<td>0.08</td>
<td>−0.20**</td>
<td>−0.04</td>
</tr>
<tr>
<td></td>
<td>−0.02</td>
<td>−1.46</td>
<td>1.09</td>
<td>−2.27</td>
<td>−0.79</td>
</tr>
<tr>
<td>Short USD (ratio)</td>
<td>0.10</td>
<td>0.14</td>
<td>0.03</td>
<td>0.15</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>1.45</td>
<td>1.50</td>
<td>0.39</td>
<td>1.62</td>
<td>0.51</td>
</tr>
<tr>
<td>Month-end</td>
<td>2.13***</td>
<td>1.30***</td>
<td>1.19***</td>
<td>0.96**</td>
<td>1.36***</td>
</tr>
<tr>
<td></td>
<td>8.55</td>
<td>2.67</td>
<td>4.01</td>
<td>2.37</td>
<td>13.59</td>
</tr>
<tr>
<td>Macro</td>
<td>−0.25*</td>
<td>−0.39*</td>
<td>0.06</td>
<td>−0.16</td>
<td>−0.24**</td>
</tr>
<tr>
<td></td>
<td>−1.72</td>
<td>−1.77</td>
<td>0.36</td>
<td>−0.78</td>
<td>−2.01</td>
</tr>
<tr>
<td>Constant</td>
<td>−1.59***</td>
<td>−2.47***</td>
<td>−1.70***</td>
<td>−3.58***</td>
<td>−1.82***</td>
</tr>
<tr>
<td></td>
<td>−8.61</td>
<td>−8.92</td>
<td>−9.36</td>
<td>−15.82</td>
<td>−10.92</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weekday dummy?</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>121</td>
<td>114</td>
<td>120</td>
<td>108</td>
<td>121</td>
</tr>
<tr>
<td>R²</td>
<td>0.34</td>
<td>0.23</td>
<td>0.28</td>
<td>0.23</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01

Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
Table 1.26: Regression of Log Ratio of Quoted spread (Fix/Non-Fix) — Window Event
This table reports coefficient estimates for the window event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, Quotedspread is the log ratio of the time-weighted quoted spread in the fix, versus the control period, for a given a currency-date. AfterDummy is a dummy variable, which takes the value of one for the time period after ‘the window event’ on the 15 February 2015. Volatility is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. Vol(level) is the time-weighted average of the options midpoint price for the fix window. Carry(ratio) and ShortUSD(ratio) is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. Month – end is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. macro is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th>Quoted spread</th>
<th>AUDUSD (1)</th>
<th>EURHUF (2)</th>
<th>EURSEK (3)</th>
<th>EURUSD (4)</th>
<th>GBPUSD (5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>After dummy</td>
<td>0.07***</td>
<td>0.33***</td>
<td>-0.02</td>
<td>0.11***</td>
<td>0.06*</td>
</tr>
<tr>
<td>Volatility</td>
<td>0.02</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03*</td>
</tr>
<tr>
<td>Vol. (level)</td>
<td>-0.01</td>
<td>-0.02</td>
<td>-0.02</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Carry (ratio)</td>
<td>0.01</td>
<td>0.07***</td>
<td>-0.001</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>Short USD (ratio)</td>
<td>0.02*</td>
<td>0.002</td>
<td>0.04</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>Month-end</td>
<td>-0.04</td>
<td>0.19</td>
<td>0.003</td>
<td>0.01</td>
<td>-0.06</td>
</tr>
<tr>
<td>Macro</td>
<td>0.005</td>
<td>-0.01</td>
<td>-0.0002</td>
<td>0.04*</td>
<td>0.03</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.37***</td>
<td>-0.24***</td>
<td>-0.20***</td>
<td>0.01</td>
<td>-0.37***</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weekday dummy?</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>121</td>
<td>122</td>
<td>120</td>
<td>121</td>
<td>121</td>
</tr>
<tr>
<td>R²</td>
<td>0.16</td>
<td>0.25</td>
<td>0.07</td>
<td>0.32</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01
Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
Table 1.27: Regression of Log Ratio of Depth at best (Fix/Non-Fix) — Window Event

This table reports coefficient estimates for the window event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, \( \text{Depthatbest} \) is the log ratio of the time-weighted depth at the best bid and offer in the fix, versus the control period, for a given a currency-date. \( \text{AfterDummy} \) is a dummy variable, which takes the value of one for the time period after ‘the window event’ on the 15 February 2015. \( \text{Volatility} \) is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. \( \text{Vol(level)} \) is the time-weighted average of the options midpoint price for the fix window. \( \text{Carry(ratio)} \) and \( \text{ShortUSD(ratio)} \) is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. \( \text{Carry} \) is an ETF that employs carry strategies and \( \text{Short USD} \) is a basket index designed to replicate a TWI of short USD. \( \text{Month – end} \) is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. \( \text{macro} \) is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th></th>
<th>AUDUSD</th>
<th>EURHUF</th>
<th>EURSEK</th>
<th>EURUSD</th>
<th>GBPUSD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>After dummy</strong></td>
<td>-0.25***</td>
<td>-0.04</td>
<td>-0.22**</td>
<td>-0.0002</td>
<td>-0.26***</td>
</tr>
<tr>
<td></td>
<td>-4.02</td>
<td>-0.51</td>
<td>-2.46</td>
<td>-0.004</td>
<td>-3.09</td>
</tr>
<tr>
<td><strong>Volatility</strong></td>
<td>-0.02</td>
<td>-0.06*</td>
<td>0.06</td>
<td>-0.01</td>
<td>-0.06**</td>
</tr>
<tr>
<td></td>
<td>-0.55</td>
<td>-1.72</td>
<td>0.96</td>
<td>-0.40</td>
<td>-2.00</td>
</tr>
<tr>
<td><strong>Vol. (level)</strong></td>
<td>0.004</td>
<td>-0.09*</td>
<td>0.04</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>0.13</td>
<td>-1.77</td>
<td>0.72</td>
<td>0.47</td>
<td>0.56</td>
</tr>
<tr>
<td><strong>Carry (ratio)</strong></td>
<td>-0.04</td>
<td>0.02</td>
<td>0.04</td>
<td>-0.03**</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>-1.21</td>
<td>0.44</td>
<td>0.74</td>
<td>-2.01</td>
<td>-1.24</td>
</tr>
<tr>
<td><strong>Short USD (ratio)</strong></td>
<td>0.10**</td>
<td>-0.05</td>
<td>-0.02</td>
<td>-0.03</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>2.43</td>
<td>-1.18</td>
<td>-0.52</td>
<td>-1.25</td>
<td>0.73</td>
</tr>
<tr>
<td><strong>Month-end</strong></td>
<td>0.35***</td>
<td>-0.05</td>
<td>0.30*</td>
<td>0.05</td>
<td>0.29***</td>
</tr>
<tr>
<td></td>
<td>3.08</td>
<td>-0.18</td>
<td>1.95</td>
<td>1.08</td>
<td>3.12</td>
</tr>
<tr>
<td><strong>Macro</strong></td>
<td>-0.01</td>
<td>-0.14</td>
<td>0.03</td>
<td>-0.07*</td>
<td>-0.09</td>
</tr>
<tr>
<td></td>
<td>-0.14</td>
<td>-1.45</td>
<td>0.31</td>
<td>-1.78</td>
<td>-1.03</td>
</tr>
<tr>
<td><strong>Constant</strong></td>
<td>0.35***</td>
<td>0.002</td>
<td>0.31**</td>
<td>-0.16***</td>
<td>0.51***</td>
</tr>
<tr>
<td></td>
<td>5.56</td>
<td>0.02</td>
<td>2.50</td>
<td>-4.86</td>
<td>5.52</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weekday dummy?</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>121</td>
<td>122</td>
<td>120</td>
<td>121</td>
<td>121</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.25</td>
<td>0.12</td>
<td>0.18</td>
<td>0.10</td>
<td>0.19</td>
</tr>
</tbody>
</table>

* \( p < 0.1 \); ** \( p < 0.05 \); *** \( p < 0.01 \)

Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
Table 1.28: Regression of Log Ratio of Depth at Top 10 (Fix/Non-Fix) — Window Event

This table reports coefficient estimates for the window event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, Depth that Top 10 is the log ratio of the time-weighted depth at the best 10 bid and offer price levels in the fix, versus the control period, for a given a currency-date. After Dummy is a dummy variable, which takes the value of one for the time period after ‘the window event’ on the 15 February 2015. Volatility is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. Vol (level) is the time-weighted average of the options midpoint price for the fix window. Carry (ratio) and Short USD (ratio) is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. Month-end is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. macro is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th></th>
<th>Depth at top 10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUDUSD</td>
</tr>
<tr>
<td>After dummy</td>
<td>-0.20***</td>
</tr>
<tr>
<td></td>
<td>-4.08</td>
</tr>
<tr>
<td>Volatility</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td>-1.27</td>
</tr>
<tr>
<td>Vol. (level)</td>
<td>-0.003</td>
</tr>
<tr>
<td></td>
<td>-0.13</td>
</tr>
<tr>
<td>Carry (ratio)</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>-0.75</td>
</tr>
<tr>
<td>Short USD (ratio)</td>
<td>0.05*</td>
</tr>
<tr>
<td></td>
<td>1.87</td>
</tr>
<tr>
<td>Month-end</td>
<td>0.27***</td>
</tr>
<tr>
<td></td>
<td>3.19</td>
</tr>
<tr>
<td>Macro</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>0.16</td>
</tr>
<tr>
<td>Constant</td>
<td>0.29***</td>
</tr>
<tr>
<td></td>
<td>4.03</td>
</tr>
<tr>
<td>Weekday dummy?</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>121</td>
</tr>
<tr>
<td>R²</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Note: 83 *p<0.1; **p<0.05; ***p<0.01
Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
Table 1.29: Regression of Log Ratio of Effective Spread (Fix/Non-Fix) — Window Event

This table reports coefficient estimates for the window event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, Effective spread, is the log ratio of the volume-weighted spread at the time a trade occurs, versus the control period, for a given a currency-date. AfterDummy is a dummy variable, which takes the value of one for the time period after ‘the window event’ on the 15 February 2015. Volatility is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. Vol (level) is the time-weighted average of the options midpoint price for the fix window. Carry (ratio) and ShortUSD (ratio) is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. Month-end is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. Macro is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th></th>
<th>Effective spread</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUDUSD</td>
<td>EURHUF</td>
<td>EURSEK</td>
<td>EURUSD</td>
<td>GBPUSD</td>
</tr>
<tr>
<td><strong>After dummy</strong></td>
<td>0.02</td>
<td>0.36</td>
<td>-0.20</td>
<td>-0.12</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td>0.83</td>
<td>3.94</td>
<td>-3.00</td>
<td>-1.80</td>
<td>-3.28</td>
</tr>
<tr>
<td><strong>Volatility</strong></td>
<td>0.002</td>
<td>0.03</td>
<td>0.05</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>0.71</td>
<td>1.34</td>
<td>0.22</td>
<td>1.59</td>
</tr>
<tr>
<td><strong>Vol. (level)</strong></td>
<td>0.01</td>
<td>0.02</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>0.62</td>
<td>0.30</td>
<td>-0.95</td>
<td>0.32</td>
<td>0.08</td>
</tr>
<tr>
<td><strong>Carry (ratio)</strong></td>
<td>0.01</td>
<td>0.07</td>
<td>0.04</td>
<td>-0.04</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>1.12</td>
<td>1.77</td>
<td>1.28</td>
<td>-1.23</td>
<td>0.98</td>
</tr>
<tr>
<td><strong>Short USD (ratio)</strong></td>
<td>0.01</td>
<td>-0.07</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>1.48</td>
<td>-1.38</td>
<td>0.27</td>
<td>-0.16</td>
<td>1.33</td>
</tr>
<tr>
<td><strong>Month-end</strong></td>
<td>0.15</td>
<td>0.10</td>
<td>-0.09</td>
<td>0.20</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>3.34</td>
<td>0.53</td>
<td>-0.79</td>
<td>1.32</td>
<td>2.10</td>
</tr>
<tr>
<td><strong>Macro</strong></td>
<td>-0.03</td>
<td>-0.02</td>
<td>0.001</td>
<td>-0.05</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>-1.08</td>
<td>-0.19</td>
<td>0.01</td>
<td>-0.75</td>
<td>0.50</td>
</tr>
<tr>
<td><strong>Constant</strong></td>
<td>-0.10</td>
<td>-0.25</td>
<td>0.12</td>
<td>0.03</td>
<td>-0.11</td>
</tr>
<tr>
<td></td>
<td>-4.05</td>
<td>-1.76</td>
<td>1.84</td>
<td>0.33</td>
<td>-3.43</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weekday dummy?</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>121</td>
<td>114</td>
<td>120</td>
<td>108</td>
<td>121</td>
</tr>
<tr>
<td>R²</td>
<td>0.15</td>
<td>0.23</td>
<td>0.12</td>
<td>0.09</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01

Volatility, Carry and Short USD are standardized ratios (fix/non-fix).
Table 1.30: Regression of Log Ratio of Price impact (1ms) — Window Event

This table reports coefficient estimates for the window event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, \( \text{Priceimpact}(1\text{ms}) \) is the log ratio of the volume-weighted price impact of a trade over a 1 millisecond period, versus the control period, for a given currency-date. \( \text{AfterDummy} \) is a dummy variable, which takes the value of one for the time period after ‘the window event’ on the 15 February 2015. \( \text{Volatility} \) is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. \( \text{Vol}(\text{level}) \) is the time-weighted average of the options midpoint price for the fix window. \( \text{Carry}(\text{ratio}) \) and \( \text{ShortUSD}(\text{ratio}) \) is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. \( \text{Month-end} \) is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. \( \text{macro} \) is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th>Price impact (1ms)</th>
<th>AUDUSD</th>
<th>EURHUF</th>
<th>EURSEK</th>
<th>EURUSD</th>
<th>GBPUSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>After dummy</td>
<td>0.13*</td>
<td>−0.12</td>
<td>−0.03</td>
<td>0.25*</td>
<td>0.18**</td>
</tr>
<tr>
<td>Volatility</td>
<td>−0.04</td>
<td>−0.02</td>
<td>0.22*</td>
<td>0.02</td>
<td>0.09***</td>
</tr>
<tr>
<td>Vol. (level)</td>
<td>0.07*</td>
<td>0.04</td>
<td>−0.02</td>
<td>0.02</td>
<td>−0.01</td>
</tr>
<tr>
<td>Carry (ratio)</td>
<td>0.02</td>
<td>0.11</td>
<td>−0.12</td>
<td>0.04</td>
<td>0.06*</td>
</tr>
<tr>
<td>Short USD (ratio)</td>
<td>−0.001</td>
<td>0.06</td>
<td>0.18</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Month-end</td>
<td>0.34</td>
<td>0.17</td>
<td>0.20</td>
<td>0.03</td>
<td>0.09</td>
</tr>
<tr>
<td>Macro</td>
<td>−0.06</td>
<td>−0.07</td>
<td>−0.08</td>
<td>−0.06</td>
<td>0.11</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.52***</td>
<td>−0.16</td>
<td>−0.16</td>
<td>−0.30**</td>
<td>−0.42***</td>
</tr>
<tr>
<td></td>
<td>−5.31</td>
<td>−0.80</td>
<td>−1.27</td>
<td>−2.30</td>
<td>−6.28</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weekday dummy?</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>121</td>
<td>110</td>
<td>120</td>
<td>104</td>
<td>121</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.14</td>
<td>0.05</td>
<td>0.25</td>
<td>0.10</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Note: 85 *\( p < 0.1 \); **\( p < 0.05 \); ***\( p < 0.01 \)

Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
Table 1.31: Regression of Log Ratio of Price impact (1 Second) — Window Event
This table reports coefficient estimates for the window event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, $\text{Priceimpact} (1 \text{sec})$ is the log ratio of the volume-weighted price impact of a trade over a 1 second period, versus the control period, for a given a currency-date. $\text{AfterDummy}$ is a dummy variable, which takes the value of one for the time period after ‘the window event’ on the 15 February 2015. $\text{Volatility}$ is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. $\text{Vol} (\text{level})$ is the time-weighted average of the options midpoint price for the fix window. $\text{Carry} (\text{ratio})$ and $\text{ShortUSD} (\text{ratio})$ is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. $\text{Month-end}$ is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. $\text{Macro}$ is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th></th>
<th>AUDUSD (1)</th>
<th>EURHUF (2)</th>
<th>EURSEK (3)</th>
<th>EURUSD (4)</th>
<th>GBPUSD (5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>After dummy</td>
<td>0.22***</td>
<td>-0.07</td>
<td>0.02</td>
<td>0.29</td>
<td>0.22***</td>
</tr>
<tr>
<td>Volatility</td>
<td>-0.02</td>
<td>0.04</td>
<td>0.07</td>
<td>-0.31*</td>
<td>0.11***</td>
</tr>
<tr>
<td>Vol. (level)</td>
<td>0.08**</td>
<td>0.09</td>
<td>0.03</td>
<td>-0.13</td>
<td>0.03</td>
</tr>
<tr>
<td>Carry (ratio)</td>
<td>0.004</td>
<td>0.12*</td>
<td>-0.02</td>
<td>-0.04</td>
<td>0.07**</td>
</tr>
<tr>
<td>Short USD (ratio)</td>
<td>-0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>-0.05</td>
<td>0.08**</td>
</tr>
<tr>
<td>Month-end</td>
<td>0.32*</td>
<td>-0.01</td>
<td>0.13</td>
<td>0.50</td>
<td>0.15**</td>
</tr>
<tr>
<td>Macro</td>
<td>-0.12*</td>
<td>0.01</td>
<td>-0.03</td>
<td>-0.13</td>
<td>0.13**</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.38***</td>
<td>-0.18</td>
<td>-0.16</td>
<td>-0.57**</td>
<td>-0.48***</td>
</tr>
</tbody>
</table>

Weekday dummy? Yes Yes Yes Yes Yes
Observations 121 110 119 101 121
$R^2$ 0.23 0.06 0.05 0.17 0.30

Note: 86 *p<0.1; **p<0.05; ***p<0.01
Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
Table 1.32: Regression of Log Ratio of Price impact (5 Sec) — Window Event

This table reports coefficient estimates for the window event study using the specification in Formula 1.5.1 for regressions in each currency pair. The dependent variable, Priceimpact(5sec) is the log ratio of the volume-weighted price impact of a trade over a 5 second period, versus the control period, for a given a currency-date. AfterDummy is a dummy variable, which takes the value of one for the time period after ‘the window event’ on the 15 February 2015. Volatility is the log ratio of the time-weighted average of the 1-week options midpoint price for the respective currency in the control period, versus the fix window. Vol(level) is the time-weighted average of the options midpoint price for the fix window. Carry(ratio) and ShortUSD(ratio) is the log ratio (or the log return) of the time-weighted average of these index values in the control period, versus the fix window. Carry is an ETF that employs carry strategies and Short USD is a basket index designed to replicate a TWI of short USD. Month-end is a dummy variable that takes the value of one for the last trading day of the month in the respective currency. macro is a dummy variable that takes the value of one for macro news events of the highest volatility rating that occur in the period from 9am to 4pm.

<table>
<thead>
<tr>
<th></th>
<th>AUDUSD</th>
<th>EURHUF</th>
<th>EURSEK</th>
<th>EURUSD</th>
<th>GBPUSD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>After dummy</strong></td>
<td>0.20**</td>
<td>-0.17</td>
<td>0.12</td>
<td>0.08</td>
<td>0.26**</td>
</tr>
<tr>
<td></td>
<td>2.52</td>
<td>-1.00</td>
<td>1.24</td>
<td>0.28</td>
<td>2.37</td>
</tr>
<tr>
<td><strong>Volatility</strong></td>
<td>0.05</td>
<td>0.19**</td>
<td>0.21**</td>
<td>-0.06</td>
<td>0.07*</td>
</tr>
<tr>
<td></td>
<td>1.14</td>
<td>2.04</td>
<td>2.49</td>
<td>-0.47</td>
<td>1.67</td>
</tr>
<tr>
<td><strong>Vol. (level)</strong></td>
<td>0.09**</td>
<td>0.09</td>
<td>-0.03</td>
<td>0.15</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>2.27</td>
<td>1.00</td>
<td>-0.73</td>
<td>0.64</td>
<td>0.28</td>
</tr>
<tr>
<td><strong>Carry (ratio)</strong></td>
<td>0.02</td>
<td>0.11</td>
<td>-0.10</td>
<td>-0.03</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>0.63</td>
<td>1.46</td>
<td>-1.35</td>
<td>-0.20</td>
<td>0.30</td>
</tr>
<tr>
<td><strong>Short USD (ratio)</strong></td>
<td>0.01</td>
<td>-0.01</td>
<td>0.14*</td>
<td>-0.09</td>
<td>0.12**</td>
</tr>
<tr>
<td></td>
<td>0.42</td>
<td>-0.12</td>
<td>1.74</td>
<td>-0.56</td>
<td>2.56</td>
</tr>
<tr>
<td><strong>Month-end</strong></td>
<td>0.38***</td>
<td>-0.35</td>
<td>0.08</td>
<td>0.38</td>
<td>0.40***</td>
</tr>
<tr>
<td></td>
<td>3.07</td>
<td>-0.78</td>
<td>0.36</td>
<td>1.08</td>
<td>3.10</td>
</tr>
<tr>
<td><strong>Macro</strong></td>
<td>-0.11</td>
<td>0.01</td>
<td>-0.03</td>
<td>-0.34</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>-1.18</td>
<td>0.05</td>
<td>-0.29</td>
<td>-1.20</td>
<td>1.26</td>
</tr>
<tr>
<td><strong>Constant</strong></td>
<td>-0.25***</td>
<td>-0.51**</td>
<td>-0.26**</td>
<td>-0.11</td>
<td>-0.36***</td>
</tr>
<tr>
<td></td>
<td>-2.65</td>
<td>-1.97</td>
<td>-2.40</td>
<td>-0.52</td>
<td>-4.05</td>
</tr>
</tbody>
</table>

| Weekday dummy?     | Yes    | Yes    | Yes    | Yes    | Yes    |
| Observations       | 121    | 106    | 117    | 86     | 121    |
| R²                 | 0.20   | 0.13   | 0.26   | 0.07   | 0.18   |

Note: *p<0.1; **p<0.05; ***p<0.01
Volatility, Carry and Short USD are standardized ratios (fix/nonfix).
1.5 Miscellaneous Figures and Tables
**Figure 1.11:** Mean Trading Volume — every 15 Seconds — 3 Months Pre-Post Window Change — GBPUSD

This Figure reports mean trading volume in GBPUSD for 15-second time intervals from 15:55 to 16:05, with means calculated across all time intervals in a 3-month period before and after the window event. Volume is in millions of USD and Time is reported in decimal format.
Figure 1.12: Mean Trading Volume — every 15 Seconds — 3 Months Pre-Post Window Change — AUDUSD
This Figure reports mean trading volume in AUDUSD for 15-second time intervals from 15:55 to 16:05, with means calculated across all time intervals in a 3-month period before and after the window event. Volume is in millions of USD and Time is reported in decimal format.
**Figure 1.13:** Mean Time-Weighted Quoted Spreads — every 15 Seconds — 3 Months Pre-Post Window Change — GBPUSD

This Figure reports mean time-weighted quoted spreads in GBPUSD for 15-second time intervals from 15:55 to 16:05, with means calculated across all time intervals in a 3-month period before and after the window event. The spread is in absolute values and Time is reported in decimal format.
**Figure 1.14:** Mean Time-Weighted Quoted Spreads — every 15 Seconds — 3 Months Pre-Post Window Change — AUDUSD

This Figure reports mean time-weighted quoted spreads in AUDUSD for 15-second time intervals from 15:55 to 16:05, with means calculated across all time intervals in a 3-month period before and after the window event. The spread is in absolute values and Time is reported in decimal format.
Figure 1.15: Mean Total Volume — Entire Sample — 6am to 10pm — GBPUSD
This Figure reports mean volume in GBPUSD for 30-second time intervals from 6am to 10pm, with means calculated across all dates in our sample.
**Figure 1.16:** Mean Total Volume — Entire Sample — 6am to 10pm — AUDUSD

This Figure reports mean volume in AUDUSD for 30-second time intervals from 6am to 10pm, with means calculated across all dates in our sample.
**Figure 1.17:** Mean Time-Weighted Quoted Spreads — Entire Sample — 6am to 10pm — GBP-USD

This Figure reports time-weighted quoted spreads in GBPUSD for 30-second time intervals from 6am to 10pm, with means calculated across all dates in our sample. The spread is in absolute values.
Figure 1.18: Mean Time-Weighted Quoted Spreads — Entire Sample — 6am to 10pm — AUDUSD
This Figure reports mean time-weighted quoted spreads in AUDUSD for 30-second time intervals from 6am to 10pm, with means calculated across all dates in our sample. The spread is in absolute values.
**Figure 1.19:** Mean Volume-Weighted Effective Spreads — Entire Sample — 6am to 10pm — GBPUSD

This Figure reports mean volume-weighted effective spreads in GBPUSD for 30-second time intervals from 6am to 10pm, with means calculated across all dates in our sample. The spread is in absolute values.
Figure 1.20: Mean Volume-Weighted Effective Spreads — Entire Sample — 6am to 10pm — AUDUSD

This Figure reports mean volume-weighted effective spreads in AUDUSD for 30-second time intervals from 6am to 10pm, with means calculated across all dates in our sample. The spread is in absolute values.
Figure 1.21: Mean Volume-Weighted 1-Second Price Impact — Entire Sample — 6am to 10pm — GBPUSD

This Figure reports mean volume-weighted price impacts in GBPUSD, calculated over 1 second, for 30-second time intervals from 6am to 10pm, with means calculated across all dates in our sample. The price impact is in absolute values.
Figure 1.22: Mean Volume-Weighted 1-Second Price Impact — Entire Sample — 6am to 10pm — AUDUSD

This Figure reports mean volume-weighted price impacts in AUDUSD, calculated over 1 second, for 30-second time intervals from 6am to 10pm, with means calculated across all dates in our sample. The price impact is in absolute values.
Figure 1.23: Mean Time-Weighted Average Depth at the Best Bid or Offer — Entire Sample — 6am to 10pm — GBPUSD

This Figure reports time-weighted average depths in GBPUSD for 30-second time intervals from 6am to 10pm, with means calculated across all dates in our sample. Depth is reported with millions of USD.
**Figure 1.24**: Mean Time-Weighted Average Depth at the Best Bid or Offer — Entire Sample — 6am to 10pm — AUDUSD

This Figure reports mean time-weighted average depths in AUDUSD for 30-second time intervals from 6am to 10pm, with means calculated across all dates in our sample. Depth is reported with millions of USD.
**Figure 1.25:** Mean Time-Weighted Average Depth at the Top 10 Best Bid or Offer Levels — Entire Sample — 6am to 10pm — GBPUSD

This Figure reports time-weighted average depths in GBPUSD for 30-second time intervals from 6am to 10pm, with means calculated across all dates in our sample. Depth is reported with millions of USD.
Figure 1.26: Mean Time-Weighted Average Depth at the Top 10 Best Bid or Offer Levels — Entire Sample — 6am to 10pm — AUDUSD

This Figure reports mean time-weighted average depths in AUDUSD for 30-second time intervals from 6am to 10pm, with means calculated across all dates in our sample. Depth is reported with millions of USD.
Figure 1.27: Volatility — Mean of High Minus Low of Trade Prices in Each 30 Seconds — Entire Sample — 6am to 10pm — GBPUSD

This Figure reports time-weighted average depths in GBPUSD for 30-second time intervals from 6am to 10pm, with means calculated across all dates in our sample. Reported in absolute values.
Figure 1.28: Volatility — Mean of High Minus Low of Trade Prices in Each 30 Seconds — Entire Sample — 6am to 10pm — AUDUSD
This Figure reports the mean, across the entire sample, of the highest minus the lowest trade price in a 30 second interval, from 6am to 10pm. Reported in absolute values.
**Figure 1.29**: Mean Total Number of Messages Entire Sample — 6am to 10pm — GBPUSD

This Figure reports the total number of messages in each 30 second interval, calculated as a mean across the entire sample. Reported in absolute values.
Figure 1.30: Mean Total Number of Messages Entire Sample — 6am to 10pm — AUDUSD
This Figure reports the total number of messages in each 30 second interval, calculated as a mean across the entire sample. Reported in absolute values.
Figure 1.31: Mean Order-book Slope — Entire Sample — 6am to 10pm — GBPUSD
This Figure reports the total number of messages in each 30 second interval, calculated as a mean across the entire sample. Reported in absolute values.
Figure 1.32: Mean Order-book Slope — Entire Sample — 6am to 10pm — AUDUSD
This Figure reports the mean order-book slope, calculated as the depth at the best bid(ask) less the depth at the top ten buy(sell) levels, divided by 9. This is then calculated as a time-weighted average and then as a mean across the entire sample.
Table 1.33: Summary Statistics During the full trading day from 8am to 8pm — by Currency-Year  
Volume is total volume during the trading day from 8am to 8pm. Depth is computed as the average of depth at bid and offer sides of the book (at the best bid and offer and the top 10 levels or all levels). Mean number of messages (‘#msg’), quote life (‘q.life’), unique TCIDs (‘#TCIDs’), number of trades (‘#trades’) and number of aggressor trades (‘#agr.trades’) are calculated across all currency-dates. #agr.trades is smaller than #trades because it doesn’t include the component orders that make up a trade - of which there are least 2. Quoted spread (‘Qtd.Sprd’) is time-weighted, effective spreads (‘Eff.Sprd.’) and price impact (PI) is volume-weighted in basis points.

<table>
<thead>
<tr>
<th>Year</th>
<th>Volume</th>
<th>Depth</th>
<th>Depth</th>
<th>Depth</th>
<th>#msg</th>
<th>q.life</th>
<th>#trades</th>
<th>#agr.trades</th>
<th>Qtd.Sprd</th>
<th>Eff.Sprd</th>
<th>PI</th>
<th>PI</th>
<th>PI</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>223.2</td>
<td>14950.3</td>
<td>8.1</td>
<td>121.1</td>
<td>283.4</td>
<td>187219.2</td>
<td>245.2</td>
<td>10332.6</td>
<td>4224.4</td>
<td>1.46</td>
<td>1</td>
<td>0.88</td>
<td>0.98</td>
</tr>
<tr>
<td>2013</td>
<td>222.9</td>
<td>18177.2</td>
<td>5.8</td>
<td>88.7</td>
<td>239.8</td>
<td>191810.9</td>
<td>180.44</td>
<td>12881.1</td>
<td>5511.4</td>
<td>1.76</td>
<td>3.9</td>
<td>0.89</td>
<td>1.18</td>
</tr>
<tr>
<td>2014</td>
<td>198.5</td>
<td>12218.4</td>
<td>6.3</td>
<td>87</td>
<td>252.6</td>
<td>156363.4</td>
<td>216.48</td>
<td>8556.1</td>
<td>3701.5</td>
<td>1.91</td>
<td>1.3</td>
<td>0.96</td>
<td>1.18</td>
</tr>
<tr>
<td>2015</td>
<td>183.2</td>
<td>12843.6</td>
<td>5.7</td>
<td>76.5</td>
<td>249</td>
<td>212718.8</td>
<td>146.06</td>
<td>9606.6</td>
<td>4277.2</td>
<td>2.54</td>
<td>1.6</td>
<td>1.16</td>
<td>1.53</td>
</tr>
<tr>
<td>2016</td>
<td>138.9</td>
<td>6540.8</td>
<td>6.2</td>
<td>87.4</td>
<td>314.9</td>
<td>18688.1</td>
<td>119.85</td>
<td>4868.5</td>
<td>2107.5</td>
<td>2.04</td>
<td>1.4</td>
<td>1.14</td>
<td>1.34</td>
</tr>
<tr>
<td>2017</td>
<td>88.2</td>
<td>1001.3</td>
<td>1.6</td>
<td>4.3</td>
<td>32.4</td>
<td>10415.1</td>
<td>944.36</td>
<td>821.7</td>
<td>396.9</td>
<td>6.79</td>
<td>3.7</td>
<td>2.37</td>
<td>2.52</td>
</tr>
<tr>
<td>2018</td>
<td>88.9</td>
<td>1288.1</td>
<td>2</td>
<td>5.1</td>
<td>34.6</td>
<td>15273</td>
<td>563.57</td>
<td>1048</td>
<td>497.7</td>
<td>6.86</td>
<td>3.5</td>
<td>2.21</td>
<td>2.3</td>
</tr>
<tr>
<td>2019</td>
<td>79.4</td>
<td>1203.8</td>
<td>1.9</td>
<td>5.1</td>
<td>32.8</td>
<td>21162.4</td>
<td>410.13</td>
<td>1013.3</td>
<td>484.7</td>
<td>6</td>
<td>3</td>
<td>2.2</td>
<td>2.1</td>
</tr>
<tr>
<td>2020</td>
<td>71.1</td>
<td>1215.7</td>
<td>1.9</td>
<td>4.4</td>
<td>30.7</td>
<td>18946.8</td>
<td>422.73</td>
<td>1036.8</td>
<td>500.2</td>
<td>7.89</td>
<td>3.9</td>
<td>2.95</td>
<td>2.66</td>
</tr>
<tr>
<td>2021</td>
<td>58.1</td>
<td>620.3</td>
<td>2</td>
<td>8.3</td>
<td>41.4</td>
<td>49627.6</td>
<td>88.96</td>
<td>535</td>
<td>252.8</td>
<td>4.41</td>
<td>2.7</td>
<td>1.38</td>
<td>1.65</td>
</tr>
<tr>
<td>2022</td>
<td>115.5</td>
<td>3674.7</td>
<td>1.9</td>
<td>4.1</td>
<td>35</td>
<td>47752.5</td>
<td>384.83</td>
<td>2805.3</td>
<td>1351.4</td>
<td>2.88</td>
<td>1.5</td>
<td>1.32</td>
<td>1.27</td>
</tr>
<tr>
<td>2023</td>
<td>107.9</td>
<td>3541.1</td>
<td>2</td>
<td>4.1</td>
<td>33.9</td>
<td>80000.9</td>
<td>170.29</td>
<td>2780.8</td>
<td>1321.6</td>
<td>3.37</td>
<td>1.8</td>
<td>1.48</td>
<td>1.46</td>
</tr>
<tr>
<td>2024</td>
<td>97.3</td>
<td>2779.7</td>
<td>2</td>
<td>4.3</td>
<td>32.1</td>
<td>77906</td>
<td>128.82</td>
<td>2270.4</td>
<td>1089.8</td>
<td>3.44</td>
<td>1.7</td>
<td>17.22</td>
<td>4.1</td>
</tr>
<tr>
<td>2025</td>
<td>92.3</td>
<td>3575.4</td>
<td>2.2</td>
<td>4.3</td>
<td>43.6</td>
<td>177314.6</td>
<td>147.86</td>
<td>2912.2</td>
<td>1405</td>
<td>4.88</td>
<td>2.3</td>
<td>1.83</td>
<td>1.92</td>
</tr>
<tr>
<td>2026</td>
<td>80.7</td>
<td>2337.5</td>
<td>3.1</td>
<td>15.3</td>
<td>106.1</td>
<td>84043.1</td>
<td>50.18</td>
<td>1885.1</td>
<td>889.5</td>
<td>2.7</td>
<td>1.5</td>
<td>0.97</td>
<td>1.37</td>
</tr>
<tr>
<td>2027</td>
<td>151.2</td>
<td>2047.7</td>
<td>3.4</td>
<td>28.6</td>
<td>48.6</td>
<td>170697.9</td>
<td>101.25</td>
<td>1504.5</td>
<td>724.6</td>
<td>1.28</td>
<td>0.8</td>
<td>0.52</td>
<td>0.91</td>
</tr>
<tr>
<td>2028</td>
<td>132.8</td>
<td>1678.7</td>
<td>2.4</td>
<td>33.1</td>
<td>57.8</td>
<td>125233.2</td>
<td>78.14</td>
<td>1258.5</td>
<td>616.9</td>
<td>1.62</td>
<td>1</td>
<td>0.53</td>
<td>1.06</td>
</tr>
<tr>
<td>2029</td>
<td>114.8</td>
<td>1349.7</td>
<td>2.5</td>
<td>39</td>
<td>61.6</td>
<td>71431.9</td>
<td>120.46</td>
<td>970.4</td>
<td>462.4</td>
<td>1.58</td>
<td>1.1</td>
<td>0.62</td>
<td>1.01</td>
</tr>
<tr>
<td>2030</td>
<td>113.1</td>
<td>1697.3</td>
<td>2.2</td>
<td>37.5</td>
<td>56.5</td>
<td>167992</td>
<td>141.97</td>
<td>1158.5</td>
<td>562.3</td>
<td>2.22</td>
<td>1.6</td>
<td>0.9</td>
<td>1.71</td>
</tr>
<tr>
<td>2031</td>
<td>77.8</td>
<td>1196.2</td>
<td>1.3</td>
<td>15.4</td>
<td>55.7</td>
<td>151302.6</td>
<td>38.14</td>
<td>1047.9</td>
<td>489.3</td>
<td>1.28</td>
<td>1</td>
<td>0.66</td>
<td>1.05</td>
</tr>
<tr>
<td>2032</td>
<td>206.3</td>
<td>10615.7</td>
<td>4.5</td>
<td>72</td>
<td>135.8</td>
<td>184067</td>
<td>130.59</td>
<td>8114</td>
<td>3609.1</td>
<td>1.16</td>
<td>0.8</td>
<td>0.59</td>
<td>0.74</td>
</tr>
<tr>
<td>2033</td>
<td>219.8</td>
<td>14557.4</td>
<td>3.6</td>
<td>57</td>
<td>154.2</td>
<td>238280</td>
<td>103.12</td>
<td>10980.5</td>
<td>4927.6</td>
<td>1.38</td>
<td>0.9</td>
<td>0.81</td>
<td>1</td>
</tr>
<tr>
<td>2034</td>
<td>198.3</td>
<td>10354.9</td>
<td>4</td>
<td>51.2</td>
<td>146.4</td>
<td>205683</td>
<td>150.28</td>
<td>7906.4</td>
<td>3599.1</td>
<td>1.31</td>
<td>0.8</td>
<td>0.69</td>
<td>0.87</td>
</tr>
<tr>
<td>2035</td>
<td>180.2</td>
<td>11219</td>
<td>3.3</td>
<td>41.5</td>
<td>152.9</td>
<td>251627.8</td>
<td>175.88</td>
<td>8832</td>
<td>4145.6</td>
<td>1.8</td>
<td>1.1</td>
<td>0.78</td>
<td>1.05</td>
</tr>
<tr>
<td>2036</td>
<td>150</td>
<td>8049.7</td>
<td>3.6</td>
<td>47.1</td>
<td>296.1</td>
<td>222747.3</td>
<td>71.86</td>
<td>6312</td>
<td>2874.6</td>
<td>1.76</td>
<td>1.1</td>
<td>0.9</td>
<td>1.17</td>
</tr>
</tbody>
</table>
Table 1.34: Media event: Mean volume of aggressive and passive trades, by fix quarter, before and after (*) the event, for GBPUSD and AUDUSD. Volume is first summed across all TCIDs in each participant group, for each currency-date-fix quarter combination, and then averaged across currency pairs and dates. Absolute value (‘Tot’) in million of base currency, quarterly volume (‘Q’) as share of total. P-value of two-sample t-test for difference in mean of the ratio (first half)/(second half).

<table>
<thead>
<tr>
<th>Participant</th>
<th>Aggr. Trades:</th>
<th>Before</th>
<th>After</th>
<th>Tot*</th>
<th>Q1*</th>
<th>Q2*</th>
<th>Q3*</th>
<th>Q4*</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Tot</td>
<td>Q1</td>
<td>Q2</td>
<td>Q3</td>
<td>Q4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agency Broker</td>
<td>29.4</td>
<td>0.26</td>
<td>0.28</td>
<td>0.20</td>
<td>0.26</td>
<td>26.7</td>
<td>0.29</td>
<td>0.24</td>
<td>0.23</td>
</tr>
<tr>
<td>Asset Manager</td>
<td>15.0</td>
<td>0.20</td>
<td>0.27</td>
<td>0.31</td>
<td>0.22</td>
<td>26.0</td>
<td>0.12</td>
<td>0.60</td>
<td>0.21</td>
</tr>
<tr>
<td>Commercial Bank</td>
<td>45.8</td>
<td>0.25</td>
<td>0.29</td>
<td>0.25</td>
<td>0.21</td>
<td>38.2</td>
<td>0.28</td>
<td>0.30</td>
<td>0.23</td>
</tr>
<tr>
<td>Custodian</td>
<td>24.2</td>
<td>0.29</td>
<td>0.32</td>
<td>0.22</td>
<td>0.18</td>
<td>27.3</td>
<td>0.33</td>
<td>0.26</td>
<td>0.23</td>
</tr>
<tr>
<td>Dealer</td>
<td>63.4</td>
<td>0.32</td>
<td>0.28</td>
<td>0.24</td>
<td>0.16</td>
<td>65.5</td>
<td>0.29</td>
<td>0.29</td>
<td>0.22</td>
</tr>
<tr>
<td>Dealer - R</td>
<td>110.5</td>
<td>0.32</td>
<td>0.31</td>
<td>0.22</td>
<td>0.15</td>
<td>98.8</td>
<td>0.31</td>
<td>0.32</td>
<td>0.21</td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>9.6</td>
<td>0.10</td>
<td>0.27</td>
<td>0.42</td>
<td>0.21</td>
<td>14.9</td>
<td>0.19</td>
<td>0.41</td>
<td>0.13</td>
</tr>
<tr>
<td>Private Bank</td>
<td>27.5</td>
<td>0.36</td>
<td>0.11</td>
<td>0.36</td>
<td>0.16</td>
<td>8.3</td>
<td>0.24</td>
<td>0.28</td>
<td>0.12</td>
</tr>
<tr>
<td>Prop Trader</td>
<td>14.4</td>
<td>0.28</td>
<td>0.26</td>
<td>0.23</td>
<td>0.23</td>
<td>17.4</td>
<td>0.30</td>
<td>0.28</td>
<td>0.22</td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>56.3</td>
<td>0.35</td>
<td>0.28</td>
<td>0.21</td>
<td>0.17</td>
<td>57.8</td>
<td>0.34</td>
<td>0.26</td>
<td>0.22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Passive Trades:</th>
<th></th>
<th>Tot</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Tot</td>
<td>Q1</td>
<td>Q2</td>
<td>Q3</td>
<td>Q4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agency Broker</td>
<td>46.6</td>
<td>0.30</td>
<td>0.24</td>
<td>0.26</td>
<td>0.20</td>
<td>27.0</td>
<td>0.22</td>
<td>0.30</td>
<td>0.27</td>
</tr>
<tr>
<td>Asset Manager</td>
<td>21.7</td>
<td>0.25</td>
<td>0.31</td>
<td>0.34</td>
<td>0.11</td>
<td>6.3</td>
<td>0.21</td>
<td>0.32</td>
<td>0.16</td>
</tr>
<tr>
<td>Commercial Bank</td>
<td>41.1</td>
<td>0.25</td>
<td>0.32</td>
<td>0.24</td>
<td>0.19</td>
<td>47.0</td>
<td>0.30</td>
<td>0.29</td>
<td>0.23</td>
</tr>
<tr>
<td>Custodian</td>
<td>29.3</td>
<td>0.27</td>
<td>0.30</td>
<td>0.25</td>
<td>0.18</td>
<td>23.1</td>
<td>0.28</td>
<td>0.26</td>
<td>0.26</td>
</tr>
<tr>
<td>Dealer</td>
<td>63.0</td>
<td>0.31</td>
<td>0.31</td>
<td>0.23</td>
<td>0.16</td>
<td>78.5</td>
<td>0.30</td>
<td>0.30</td>
<td>0.23</td>
</tr>
<tr>
<td>Dealer - R</td>
<td>109.0</td>
<td>0.33</td>
<td>0.31</td>
<td>0.22</td>
<td>0.15</td>
<td>109.5</td>
<td>0.31</td>
<td>0.31</td>
<td>0.21</td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>7.2</td>
<td>0.20</td>
<td>0.34</td>
<td>0.14</td>
<td>0.33</td>
<td>11.3</td>
<td>0.14</td>
<td>0.19</td>
<td>0.44</td>
</tr>
<tr>
<td>Private Bank</td>
<td>17.5</td>
<td>0.25</td>
<td>0.37</td>
<td>0.11</td>
<td>0.27</td>
<td>5.9</td>
<td>0.40</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>Prop Trader</td>
<td>8.6</td>
<td>0.27</td>
<td>0.28</td>
<td>0.26</td>
<td>0.19</td>
<td>9.4</td>
<td>0.27</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>37.1</td>
<td>0.38</td>
<td>0.26</td>
<td>0.23</td>
<td>0.14</td>
<td>26.7</td>
<td>0.38</td>
<td>0.25</td>
<td>0.19</td>
</tr>
</tbody>
</table>
Table 1.35: Mean number of trades and proportion of seconds with trades during the fix. Calculated as a mean across all seconds in a given year.

<table>
<thead>
<tr>
<th>Pair</th>
<th>Year</th>
<th>Mean #Trades</th>
<th>% Sec. w Trades</th>
</tr>
</thead>
<tbody>
<tr>
<td>audusd</td>
<td>2012</td>
<td>1.34</td>
<td>0.48</td>
</tr>
<tr>
<td>audusd</td>
<td>2013</td>
<td>1.49</td>
<td>0.52</td>
</tr>
<tr>
<td>audusd</td>
<td>2014</td>
<td>1.25</td>
<td>0.47</td>
</tr>
<tr>
<td>audusd</td>
<td>2015</td>
<td>0.49</td>
<td>0.27</td>
</tr>
<tr>
<td>audusd</td>
<td>2017</td>
<td>0.27</td>
<td>0.15</td>
</tr>
<tr>
<td>eurhuf</td>
<td>2012</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>eurhuf</td>
<td>2013</td>
<td>0.07</td>
<td>0.06</td>
</tr>
<tr>
<td>eurhuf</td>
<td>2014</td>
<td>0.08</td>
<td>0.06</td>
</tr>
<tr>
<td>eurhuf</td>
<td>2015</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>eurhuf</td>
<td>2017</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>eursek</td>
<td>2012</td>
<td>0.59</td>
<td>0.36</td>
</tr>
<tr>
<td>eursek</td>
<td>2013</td>
<td>0.56</td>
<td>0.33</td>
</tr>
<tr>
<td>eursek</td>
<td>2014</td>
<td>0.55</td>
<td>0.29</td>
</tr>
<tr>
<td>eursek</td>
<td>2015</td>
<td>0.23</td>
<td>0.14</td>
</tr>
<tr>
<td>eursek</td>
<td>2017</td>
<td>0.16</td>
<td>0.11</td>
</tr>
<tr>
<td>eurusd</td>
<td>2012</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>eurusd</td>
<td>2013</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>eurusd</td>
<td>2014</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>eurusd</td>
<td>2015</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>eurusd</td>
<td>2017</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>gbpusd</td>
<td>2012</td>
<td>1.19</td>
<td>0.48</td>
</tr>
<tr>
<td>gbpusd</td>
<td>2013</td>
<td>1.38</td>
<td>0.51</td>
</tr>
<tr>
<td>gbpusd</td>
<td>2014</td>
<td>1.16</td>
<td>0.44</td>
</tr>
<tr>
<td>gbpusd</td>
<td>2015</td>
<td>0.50</td>
<td>0.27</td>
</tr>
<tr>
<td>gbpusd</td>
<td>2017</td>
<td>0.46</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Table 1.36: Mean number of messages, quote life, unique TCIDs, number of trades and number of aggressor trades, daily by time window (fix or control). The mean is first taken with respect to all trades for a given currency pair-date combination, and then averaged across all currencies.

<table>
<thead>
<tr>
<th>Period</th>
<th>#msg</th>
<th>q.life</th>
<th>#TCIDs</th>
<th>#trades</th>
<th>#agr.trades</th>
</tr>
</thead>
<tbody>
<tr>
<td>control</td>
<td>25384.2</td>
<td>103.96</td>
<td>79.2</td>
<td>915.3</td>
<td>411.0</td>
</tr>
<tr>
<td>fix</td>
<td>1342.5</td>
<td>111.60</td>
<td>29.6</td>
<td>123.7</td>
<td>57.2</td>
</tr>
</tbody>
</table>
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Table 1.37: Mean trading volume and depth of orderbook and best prices, top ten levels and total. Depth is computed as average of bid and offer, daily by time window (fix or control). Each measure is first averaged across all observations for a given date-currency pair combination, the aggregated into a single daily mean.

<table>
<thead>
<tr>
<th>Period</th>
<th>Volume</th>
<th>Depth best</th>
<th>Depth top</th>
<th>Depth total</th>
</tr>
</thead>
<tbody>
<tr>
<td>control</td>
<td>1218.2</td>
<td>3.4</td>
<td>38.6</td>
<td>120.4</td>
</tr>
<tr>
<td>fix</td>
<td>213.6</td>
<td>5.4</td>
<td>46.9</td>
<td>129.0</td>
</tr>
</tbody>
</table>

Table 1.38: Mean quoted and effective spreads and price impacts. Quoted spread is time-weighted, effective spreads and price impact is volume-weighted. Unit: basis points. The mean is first taken with respect to all trades for a given currency pair-date combination, and then averaged across all currencies. Daily by time window (fix or control).

<table>
<thead>
<tr>
<th>Period</th>
<th>Qtd.sprd</th>
<th>Eff.sprd</th>
<th>Pr.impact 1ms</th>
<th>Pr.impact 1s</th>
<th>Pr.impact 5s</th>
</tr>
</thead>
<tbody>
<tr>
<td>control</td>
<td>2.61</td>
<td>1.8</td>
<td>1.20</td>
<td>1.38</td>
<td>1.49</td>
</tr>
<tr>
<td>fix</td>
<td>2.15</td>
<td>1.7</td>
<td>1.03</td>
<td>1.12</td>
<td>1.23</td>
</tr>
</tbody>
</table>

Table 1.39: Media event: Mean price impact (5sec), by fix quarter, before and after (*), for GBPUSD and AUDUSD. Basis points. P-value for two-sample t-test of difference in mean price impact across the entire fix.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>Q1*</th>
<th>Q2*</th>
<th>Q3*</th>
<th>Q4*</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agency Broker</td>
<td>1.4</td>
<td>0.8</td>
<td>1.2</td>
<td>0.6</td>
<td>0.8</td>
<td>1.0</td>
<td>0.7</td>
<td>-0.4</td>
<td>0.14</td>
</tr>
<tr>
<td>Asset Manager</td>
<td>1.0</td>
<td>-1.3</td>
<td>2.1</td>
<td>-1.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>Commercial Bank</td>
<td>0.4</td>
<td>0.3</td>
<td>0.6</td>
<td>0.8</td>
<td>0.4</td>
<td>0.7</td>
<td>0.5</td>
<td>0.5</td>
<td>0.44</td>
</tr>
<tr>
<td>Custodian</td>
<td>0.6</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.5</td>
<td>0.5</td>
<td>0.8</td>
<td>0.5</td>
<td>0.95</td>
</tr>
<tr>
<td>Dealer</td>
<td>0.7</td>
<td>0.7</td>
<td>0.5</td>
<td>0.6</td>
<td>0.6</td>
<td>0.8</td>
<td>0.6</td>
<td>0.9</td>
<td>0.13</td>
</tr>
<tr>
<td>Dealer - R</td>
<td>1.2</td>
<td>0.9</td>
<td>0.7</td>
<td>1.0</td>
<td>0.6</td>
<td>0.7</td>
<td>0.6</td>
<td>0.8</td>
<td>0.67</td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>0.0</td>
<td>0.4</td>
<td>0.0</td>
<td>1.0</td>
<td>1.1</td>
<td>1.1</td>
<td>0.1</td>
<td>1.1</td>
<td>0.33</td>
</tr>
<tr>
<td>Private Bank</td>
<td>-4.1</td>
<td>-0.8</td>
<td>3.1</td>
<td>1.1</td>
<td>1.1</td>
<td>-0.6</td>
<td>0.6</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Prop Trader</td>
<td>0.4</td>
<td>0.5</td>
<td>0.2</td>
<td>0.6</td>
<td>0.7</td>
<td>0.7</td>
<td>0.8</td>
<td>1.0</td>
<td>0.15</td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>0.6</td>
<td>0.6</td>
<td>0.7</td>
<td>0.9</td>
<td>0.7</td>
<td>0.8</td>
<td>1.0</td>
<td>0.7</td>
<td>0.79</td>
</tr>
</tbody>
</table>
Table 1.40: Correlation of flows (net position change) during the control window, for GBPUSD and AUDUSD. Net position change is computed as the sum of signed trade volume across all TCIDs in each category, using trades in the control window of 12pm to 2pm only.

<table>
<thead>
<tr>
<th></th>
<th>Broker</th>
<th>Ass.mngr</th>
<th>Cm.bank</th>
<th>Cstd</th>
<th>Dealer</th>
<th>Dealer-R</th>
<th>Hedge</th>
<th>Prop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agency Broker</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asset Manager</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commercial Bank</td>
<td>-0.01</td>
<td>-0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Custodian</td>
<td>-0.01</td>
<td>0.01</td>
<td>-0.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dealer</td>
<td>-0.11</td>
<td>-0.15</td>
<td>-0.10</td>
<td>-0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dealer - R</td>
<td>-0.12</td>
<td>-0.13</td>
<td>-0.46</td>
<td>-0.10</td>
<td>-0.45</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hedge Fund</td>
<td>0.05</td>
<td>-0.06</td>
<td>-0.06</td>
<td>-0.01</td>
<td>-0.07</td>
<td>-0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prop Trader</td>
<td>0.14</td>
<td>0.26</td>
<td>-0.14</td>
<td>-0.07</td>
<td>-0.09</td>
<td>-0.27</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Prop Trader - HFT</td>
<td>0.12</td>
<td>0.23</td>
<td>-0.18</td>
<td>-0.10</td>
<td>-0.21</td>
<td>-0.35</td>
<td>0.13</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Table 1.41: Pct. negative bid-ask spread (mean, 30 seconds)

<table>
<thead>
<tr>
<th>year</th>
<th>audusd</th>
<th>eurhuf</th>
<th>eursek</th>
<th>eurusd</th>
<th>gbpusd</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>2013</td>
<td>0.02</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>2014</td>
<td>0.03</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>2015</td>
<td>0.02</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>2017</td>
<td>0.07</td>
<td>0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.07</td>
</tr>
</tbody>
</table>
Chapter 2

Trading strategies and information flow around price benchmarks

JO SAAKVITNE, BI NORWEGIAN BUSINESS SCHOOL

Abstract

This paper characterizes equilibrium pricing and trading strategies in a competitive market where a subset of liquidity traders have a preference for executing their trades at a benchmark price. In the model, order flow is at a maximum while price impact is at a minimum when the price benchmark is set. These results are consistent with recent empirical evidence from foreign exchange markets. The market structure in the model gives incentives for the use of manipulative frontrunning strategies, but I show that the presence of a rational market maker partly negates the use of such strategies. This has important implications for benchmark design and understanding benchmark manipulation.
2.1 Introduction

Price benchmarks function as reference points for market participants, primarily for reasons related to reducing asymmetric information regarding the value of an underlying traded financial instrument (Duffie and Stein, 2015b). Price benchmarks often feature explicitly or implicitly in contracts, investment mandates, portfolio valuations and rebalancing rules (see for example Financial Stability Board (2014)). This leads to situations where market participants have incentives to trade at the benchmark price, for example to minimize tracking error against a reference portfolio. An example of such a market structure can be found in foreign exchange (FX), where the most important benchmark is known as the 4pm London fix. The rates from this benchmark are for example used in calculating cross-currency effects common equity and bond indices, in the valuation of exchange-traded funds, in the mark-to-market of assets held in custodian accounts, and in a wide range of other financial contracts (Evans, 2018). We take a closer look at the FX market and its main benchmark in Section 2.1.1.

The general question we are concerned with in this paper is the characterization of equilibrium pricing and trading strategies in a market where a subset of traders have a preference for executing their trades at the benchmark price. A characterization of equilibrium pricing and trading strategies in such a market is important in light of recent major manipulation and collusion scandals related to financial price benchmarks. For example, Ito and Yamada (2015) investigates price and volume data from FX markets looking for evidence of benchmark manipulation. It is useful in such cases to know what patterns one should expect based on a rational and competitive equilibrium model.
Figure 2.1: Mean trade imbalance (left) and 5 second price impact (right) in GBPUSD at the Thomson Reuters Matching trading platform, 15 minutes before, during and 15 minutes after the 4pm fix benchmark. More details in footnote 2.1.
Figure 2.1 show show the empirical motivation for this paper, in the form of price impact and trade imbalance in the 15 minutes before, during and 15 minutes after the important FX 4pm benchmark. The plot shows that trade imbalance (defined as net flow divided by total trading volume, averaged across all market participants) peaks during the fix, while the price impact of trading is at a minimum.\footnote{Figure 2.1 is based on the working paper on FX benchmarks by Evans, Rime, O’Neill and Saakvitne (2018), which uses data from Thomson Reuters Matching. A complete description of the data and variables can be found there. Trade imbalance is defined for individual market participants, and is calculated as the absolute value of the participant’s net position change divided by its total trading volume. An average trade imbalance is computed across all participants for the before, during and after-windows, for each trading day. The variable therefore measures the directionality of trading in these three time periods. Price impact is measured as the change in midpoint price 5 seconds after a trade has occurred. It is calculated for every trade in the sample period, and then volume-weighted into averages for the three time periods shown in the plot.} Marsh et al. (2017) shows that the pattern of Figure 2.1 even prevails when one extends the empirical analysis to cover the entire day. Figure 2.2 shows the corresponding model predictions.

We will highlight three mains results from our model. First, we show that order flow peaks at the time when benchmark price is determined. This result is a consequence of the assumption that a subset of liquidity traders have a preference for transacting at the benchmark price. There is also a clustering of informed trading at the benchmark.

Second, the price impact of order flow reaches a minimum at the benchmark time. Or, equivalently, market depth is at a maximum. Intuitively, the non-informative trading interest of investors who want the benchmark price dominates the market when the benchmark price is set. This result holds whether the size of benchmark orders are correlated with the asset’s fair value or not. This mechanism illustrates how a benchmark can serve as a ”basin of attraction” for liquidity (Duffie and Stein, 2015b) - the existence of a benchmark generates incentives amongst market participants to transact at the benchmark price, which leads to an agglomeration of uninformed trading at the benchmark and therefore to better liquidity in the sense of lower price impact. The first and second main results are also consistent with the empirical facts in Figure 2.1 as well as Marsh et al. (2017).

Third, the price paths of the model features a temporary downward (upward) price movement at the benchmark time followed by an upward (downward) rebound after the benchmark. Such price patterns surrounding important price benchmarks have been identified empirically (Evans, 2018; Marsh et al., 2017), and earlier theoretical literature
have associated the pattern with market manipulation (Osler et al., 2016). It is therefore important to note that this pattern can be generated also in a rational competitive equilibrium model, and is as such not alone proof of manipulative strategies being employed.

The model we develop in this paper builds on Kyle (1985). We extend Kyle’s model by adding a new agent, called a dealer. The dealer has a profit/loss that depends on his transaction prices \textit{relative to the benchmark price}. The dealer profits from selling at an average price higher than the benchmark price (or alternatively buying at a lower price). The dealer has such a profit function because he is executing orders on behalf of his clients, which are not modeled here, and guarantees that these clients receive or pay the benchmark price on their orders. The rest of the model is standard, in the sense that it features a profit-maximizing informed trader, liquidity traders trading for reasons outside of the model, and competitive market makers who observes aggregate order flow and sets market-clearing prices. Our model has three time periods, with the equilibrium price in the middle period being the \textit{benchmark price}. The middle period will be referred to as the \textit{benchmark time}.

2.1.1 The 4pm currency fix and fill-at-fix orders

The market structure we have in mind is reminiscent of the FX market and its main benchmark price. In this market, dealers offer an order type that are explicitly linked to the benchmark price.

FX markets are important in part because they are so large. Trading in FX averaged $5.1 trillion per day in April 2016 (Bank of International Settlements, 2016b), dwarfing in size any other financial market. FX markets never close, but trading activity is concentrated around European business hours for most currency pairs (Evans, 2018). The most important benchmark price is the London 4 pm fixing rate (the WM/Reuters fix). The benchmark is calculated as a sample average of prices over a 5 minute interval at 4 pm London time\(^2\). WMR Fixes are used for constructing indices comprising international securities, such as the MSCI indices and Barclays Global Bond Index. They are also routinely used to compute the returns on portfolios that contain foreign currency denominated securities, by for example country tracking funds and exchange traded funds (ETFs), as well as for valuation of foreign securities held in custodial accounts (Evans, 2018).

\(^2\)Before February 2014 this was a 60 second interval
Trading volumes in major currency crosses spike around the London 4 pm fix, especially in the last day of each month (Melvin and Prins, 2015b). In a survey of fund managers and other investors, Financial Stability Board (2014) clarifies how market participants have incentives to transact at the benchmark rate, thereby creating a self-reinforcing dynamic:

Passively managed funds, including ETFs, [...] use the WMR fix to minimize tracking error and meet mandate transfer requirements. [...] Most investment mandates are benchmarked against global indices that use the WMR 4pm London fix for FX valuation and transaction purposes. As a result, there is a self-reinforcing dynamic whereby indices are benchmarked versus these fixes, investors tracking those indices seek to minimize their FX risk by transacting directly at those same fixes.

To meet the demand of clients who want to trade at the benchmark price, dealers in FX markets have introduced a special type of order. These orders are called "fill-at-fix", or simply "fix orders". Fix orders are given to dealers before the benchmark time (4 pm London time), and a dealer who is accepting a fix order guarantees that the customer will receive the yet-to-be determined benchmark price. The dealer is free to cover his position any way he sees fit, within the constraints imposed by regulation.

Fix orders and the FX fix benchmark are especially interesting because they have been at the center of a very large market manipulation case. In the summer of 2013, news reports began to circulate that regulators were investigating manipulation of the London FX fixings. In November 2014, the United Kingdom’s Financial Conduct Authority (FCA) imposed fines totaling $1.7 billion on five of the world’s largest banks for failing to control business practices in their G10 spot foreign exchange trading operations. The FCA determined that the five banks had failed to manage risks around client confidentiality, conflict of interest, and trading conduct. The banks had profited illegally at the expense of their customers and the market from manipulating fixing rates for G10 currencies, and had also used confidential customer order information to collude with other banks. On the same day, the United States Commodity Futures Trading Commission (CFTC) imposed collective fines of $1.4 billion against the same five banks for attempted manipulation of, and for aiding and abetting other banks’ attempts to manipulate, global FX benchmark rates.

3Traders Said to Rig Currency Rates to Profit Off Clients, Bloomberg, June 12 2013.
4Citibank, HSBC, JPMorgan, RBS and UBS
5FCA press release 12 November 2014
The model developed in this paper does not include collusion or illegal information sharing between dealers. A model featuring collusion is developed in Osler et al. (2016). A related model in Saakvitne (2016b) shows how a particular market manipulation strategy can be sustained in a competitive equilibrium. Importantly, neither of these two models include learning market makers, rather they simply assume an exogenous price impact function of trading. In this paper we model dealers executing fix orders in a competitive equilibrium model with rational and learning counterparties.

2.1.2 Related literature

This paper extends the classical model by Kyle (1985). As such it is related to a large body of literature. A survey of the early parts of this literature can be found in O’Hara (1995).

One particular paper that is closely related to ours is Admati and Pfleiderer (1988). They have a market with two types of uninformed liquidity traders. Both types have an exogenously specified amount that they need to trade, but differ in their timing. One class of agents must transact at a specific time, while the other type have some discretion as to when they have to trade. The non-informed discretionary traders are somewhat similar to the dealers in our model. There are however two important differences in how the two models are set up.

Firstly, the dealers of our model have a payoff that depends on their transaction prices relative to the benchmark price. The discretionary traders of Admati and Pleiderer, on the other hand, want to minimize their trading cost and decides their timing based on this criterion. The distinction reflects the idea that we want to model trading strategies and information flows around price benchmark, which is a different research objective than Admati and Pleiderer.

Secondly, information is short-lived in the model of Admati and Pfleiderer, meaning that private information is valuable only for one trading interval. This assumption is a departure from the market model of Kyle (1985), but significantly improves the analytical tractability of their model. Our model features long-lived information. The price we pay is that closed-form analytical expressions are infeasible, at least for the general version of the model, and instead we must solve the model by a numerical algorithm.
Two recent related papers are Degryse et al. (2014) and Choi et al. (2017). Both these papers studies the problem of a large liquidity trader who must trade a fixed amount before a deadline and wishes to minimize the expected cost of trading. The paper by DeGryse et al features short-lived information, while the one by Choi et al has long-lived information. The latter paper extends the methodology of Foster and Viswanathan (1996) to achieve semi-closed form analytical solutions. Our paper differs from both these models in the special incentives of our dealer. While the discretionary traders of earlier models wants to minimize trading cost, the market structure in our model means that our dealer measures his trading profit against the benchmark price. Moreover, the numerical solution algorithm of the current paper allows for more general distributional assumptions than the earlier papers. For example, we do not require noise trades to be neither Gaussian nor iid, although we use this case as a baseline parametrization to allow for better comparison with other models.

This paper is also related to the literature on price benchmarks. An overview of the topic can be found in Duffie and Stein (2015b). Duffie et al. (2017) studies benchmarks in a search-theoretic framework, particularly relevant for over-the-counter (OTC) markets. This is different from our paper, where search costs does not feature in the market structure. Several recent empirical papers documents puzzling regularities surrounding the main benchmark in global foreign exchange markets (Melvin and Prins, 2015b; Ito and Yamada, 2015; Evans, 2018; Michelberger and Witte, 2016; Marsh et al., 2017; Yamada and Ito, 2017). Some of these findings are explained by models of market manipulation in Osler et al. (2016) and Saakvitne (2016b). These models differs from the one in this paper in that we here endogenize price impact by introducing a learning market maker to our model. We show that this has the crucial effect of nullifying the effectiveness of manipulation strategies by the dealer (see Section 2.2.1).

2.2 Model

The dealer: A key feature of our model is an agent who measures his trading profit relative to a price benchmark. We think of this agent as a dealer who has taken on benchmark orders from customers, akin to the fill-at-fix orders common in FX markets (see Section 2.1.1). Our model has three time periods, and the price in period 2 is the benchmark price.

We let \( x \) be the net volume of benchmark orders that the dealer has to fill, defined so that
is positive when the dealer has to sell. We model \( x \) as a random variable, drawn from the distribution \( F_x \). Let \( \omega_n \) be the dealers net sales in period \( n \). We write the dealer’s profit function \( J \) as the difference between his sales income and what he gives to his customers,

\[
J(\omega) = \sum_{n=1}^{3} (\omega_{n}p_n - c\omega_n^2) - xp_2
\]

The term \( c\omega_n^2 \) represents a (very small) quadratic transaction cost. We discuss this role and implications of this term when we turn to the equilibrium model (Section 2.2.2).

Our dealer is not allowed to take up a speculative position in the asset. In other words, we restrict the dealer to end the day with zero inventory:

\[
\omega_1 + \omega_2 + \omega_3 = x
\]

### 2.2.1 Exogenous price impact - a model of frontrunning

We first consider the dealer’s optimal trading strategy in a market where the price impact of trading is exogenously specified. We shall see that in this much simpler version of the model, the optimal trading strategy of the dealer is to frontrun his client, similar to the model in Osler et al. (2016).

We let \( \lambda \) be a constant price impact from trading, \( \epsilon_n \) be a white noise sequence, and model the price \( p_n \) as

\[
p_n = p_{n-1} + \lambda \omega_n + \epsilon_n
\]

We shall find the trading strategy \( (\omega_n, n = 1, 2, 3) \) that solves

\[
\max_{(\omega) \in \mathbb{R}^3} \mathbb{E} \left[ \sum_{n=1}^{3} \omega_{n}p_n - p_2x \middle| x \right]
\]

Subject to the constraint

\[
\sum_{n=1}^{3} \omega_n = x
\]

Note that have for simplicity set the trading cost to zero \( (c = 0) \).

We can find the optimal strategy by observing that

\[
\mathbb{E} \left[ \sum_{n=1}^{3} \omega_{n}p_n - p_2x \middle| x \right] = \lambda (\omega_1^2 + \omega_2^2 + \omega_1 \omega_2 - 2\omega_2 x - 2\omega_1 x + x^2)
\]
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Where we have inserted the price impact function for $p_n$ and eliminated $\omega_3$ by using the constraint. The optimizer is then found by taking the first order conditions with respect to $\omega_1$ and $\omega_2$. This yields the optimal strategy

$$\omega_1 = \frac{2}{3}x, \quad \omega_2 = \frac{2}{3}x, \quad \omega_3 = -\frac{1}{3}x$$

The optimal trading strategy involves the dealer selling more than his total client orders in period 1 and 2, and then buying back assets in period 3. Essentially the dealer is using the price impact caused by his client trades to take a short-lived proprietary position that makes an expected profit. This strategy is called frontrunning, and is illegal in most markets. The reason is that the strategy goes against the best interest of the client - the expected profit earned by the dealer is reflected in an poorer execution price for the client than what would prevail if the dealer simply traded the entire client order at time 2. In terms of price dynamics it means that the expected price follows an "up-and-down" path, with the price at the benchmark time being the most extreme observation and then rebounding after the benchmark time. Osler et al. (2016) show that this price pattern is even more pronounced when there are several dealers engaging in collusion.

A related case is studied in Saakvitne (2016b). In that model the price impact of trading is taken to be transitory rather than permanent. The resulting trading strategy is termed "banging the close", which is a known manipulation strategy, illegal in many markets.

### 2.2.2 Endogenous price impact

In the model of Section 2.2.1, price impact of trading was exogenously assumed. In this section we are interested in studying how the trading strategy of the dealer is affected when we introduce a learning market into the model. To that end we extend the classic model of Kyle (1985).

There are four classes of agents in the model: an informed trader, a group of liquidity (noise) traders, a market maker, and a dealer executing benchmark orders. The dealer can be thought of as representing a subset of liquidity traders who wants to transact at

---

6Frontrunning is commonly defined as entering into a trade with advance knowledge of a large transaction that will influence the price of the underlying security to capitalize on the trade. This behavior is explicitly forbidden by most market regulators, see for example FINRA rule 5270, *Front Running of Block Transactions*. More details can be found in Harris (2003, ch. 7.5)
the benchmark price, and shall model this agent as we did in Section 2.2.1.

The informed trader knows the fair value of the asset, as in the standard Kyle model, but he does not know the size of benchmark orders received by the dealer. The dealer, on the other hand, knows the size of his benchmark order, but he does not know the fair value of the asset. The objective of both the informed trader and the dealer is to maximize their respective profits, however the two profit functions look different. The informed trader profits by buying the asset when it is undervalued and selling it when it is overvalued. The dealer profits by buying the asset at a lower price than the benchmark price, and selling it a higher price.

In contrast to the original Kyle model we have in our model a small quadratic cost associated with trading, meaning that to trade a volume of \( z \) the agent pays a cost \( cz^2 \), where \( c \) is constant. The numerical value of the cost \( c \) can be taken to be arbitrarily small if one so wishes, but that it is non-zero serves an important role in the numerical solution of the model. Specifically, it ensures that the fixed-point iteration scheme used to solve the model converges to a unique equilibrium. Without the cost component there exists an infinite number of possible equilibria where the informed trader and the dealer trades arbitrarily large amounts back and forth with each other. Although the trading cost serves an important computational role, its small size means that it is economically insignificant.\(^7\)

**The informed trader:**

We let \( \theta_n \) denote the asset sales of the informed trader in trading period \( n \). The informed trader knows the value \( v \) of the asset, which we model as drawn from the distribution \( F_v \). The objective of the informed trader is to profit from his information, and his profit is expressed as

\[
V(\theta) = \sum_{n=1}^{3} \left( \theta_n(p_n - v) - c\theta_n^2 \right)
\]  

(2.3)

**The liquidity traders:**

In each trading period \( n \), liquidity (or “noise”) traders submit net orders of \( u_n \). We model the triplet \( (u_n, n = 1, 2, 3) \) as drawn from the distribution \( F_u \).

\(^7\)Numerical experiments using the baseline parameterization of Section 2.3.1 shows that for the informed trader, the ratio of trading costs to profit has a mean of \( 2.58 \times 10^{-7} \) and a standard deviation of \( 4.26 \times 10^{-6} \). For the dealer this ratio has a mean of \( 1.87 \times 10^{-7} \) and \( 2.12 \times 10^{-5} \).
The market maker:
The market maker functions as in the original Kyle model - he observes total order flow
$y_n$ and sets the price $p_n$. Total order flow is just the sum of orders coming from the
dealer, the informed trader and the noise traders:

$$y_n = \omega_n + \theta_n + u_n$$  \hspace{1cm} (2.4)

The market maker is operating in a competitive environment, which leads to the effi-
ciency condition that the market price $p_n$ must equal the expected fair value of the asset,
conditional on the public information set $\mathcal{F}_n^M$:

$$p_n = \mathbb{E}[v | \mathcal{F}_n^M]$$  \hspace{1cm} (2.5)

The publicly available information set $\mathcal{F}_n^m$ is defined in equation (2.6).

To summarize the information structure of the model: the dealer knows the size of
benchmark orders ($x$) at the start of the model, and observes total order flow. The
informed trader knows the fair value of the asset, and also observes total order flow. The
market maker only observes total order flow. We formalize this structure in the filtrations
$(\mathcal{F}_n^d, \mathcal{F}_n^i, \mathcal{F}_n^m)_{n=1}^3$ for the dealer, informed trader and market maker respectively.\textsuperscript{8} We
define these filtrations for $n = 1, 2, 3$ by

$$\mathcal{F}_n^i = \sigma(v, y_n, \ldots, y_1)$$
$$\mathcal{F}_n^d = \sigma(x, y_n, \ldots, y_1)$$
$$\mathcal{F}_n^m = \sigma(y_n, \ldots, y_1)$$ \hspace{1cm} (2.6)

We are interested in characterizing trading strategies of the informed trader and the
dealer. We say that a trading strategy is admissible if it is a function adapted to that
agent’s filtration. Intuitively this means the trading strategy respects the agents information
set.

An equilibrium in this model is defined as

- An admissible informed strategy $(\theta_n^*)$ that maximize $\mathbb{E}[V(\theta)|v]$ subject to the
  pricing rule $(p_n)$ and the dealer’s strategy $(\omega_n^*)$.

- An admissible dealer strategy $(\omega_n^*)$ that maximize $\mathbb{E}[J(\omega)|x]$ subject to the no-
inventory constraint (2.2), the pricing rule $(p_n)$ and the informed strategy $(\theta_n^*)$.

\textsuperscript{8}The notation $\sigma(z)$ here means the sigma-algebra generated by the random variable $z$. It should not
be confused with the variances of various distribution, which will later be denoted by the constant $\sigma$.\textsuperscript{127}
A process \((p_n)\) that satisfies the pricing rule (2.5) under the trading strategies \((\theta^*_n)\) and \((\omega^*_n)\).

We solve the model for a **linear equilibrium** with rational expectations, meaning we require each agents’ trading strategies to be a linear function of his own state variable and the conditional expectation of the unknown state variable:

\[
\begin{align*}
\omega_1 &= \alpha_1 x \\
\omega_2 &= \alpha_2 x + \alpha_3 \mathbb{E}[v \mid \mathcal{F}_2^d] \\
\omega_3 &= x(1 - \alpha_2 - \alpha_1)
\end{align*}
\]

\[
\begin{align*}
\theta_1 &= \beta_1 (v - p_0) \\
\theta_2 &= \beta_2 (v - p_1) + \beta_3 \mathbb{E}[x \mid \mathcal{F}_2^d] \\
\theta_3 &= \beta_4 (v - p_2) + \beta_5 \mathbb{E}[x \mid \mathcal{F}_3^d]
\end{align*}
\]

That each agent conditions on the state variable unknown to him carries economic significance; the dealer will over the course of the model become informed, since by virtue of knowing his own order flow he can make a more precise estimate of the fair value \(v\) than what the market maker can form from public information alone. Similarly, since the informed trader knows his own orders, he can estimate the size of benchmark orders and use that estimate in his own strategy.

We solve the model numerically. Monte Carlo sample averaging is combined with a projection approach to compute the conditional expectations involved, and a fixed point iteration scheme is combined with numerical optimization to find equilibrium coefficients. The details of the solution algorithm is in Appendix 1.

Note that, in contrast to Kyle’s original model, we do not require the pricing rule to be linear. Nor do we require the pricing rule or the trading strategies to be Markovian, as the agents’ expectations are formed based on their entire information set. Our equilibrium definition does however rule out states that encode non-payoff relevant information, which excludes the use of signals, negotiation and cooperation between agents (for example “cheap talk” or contracts).

Some readers may find it uncomfortable that we proceed with numerical analysis without a formal equilibrium existence proof. Judd (1998) argues the case for proceeding: First, if we did have an existence proof, or if we used some other appropriate approximate equilibrium definitions, we could proceed as we do below. Second, if an equilibrium does not exist, we would expect our solution method not to work. Thirdly, any candidate equilibria that we identify with our solution method are \(\epsilon\)-equilibria for small \(\epsilon\), and if there are no pure equilibria then these provide natural alternative solutions where agents make small optimization errors (see e.g. Shoham and Leyton-Brown (2008, Section 3.4.7)) for more details.
2.3 Results

2.3.1 Baseline parameters

The baseline parametrization of the model is chosen to match the assumptions of the classical Kyle-model and later extensions. In particular we take all random variables involved to be independent zero-mean Gaussian, and the sequence of noise trades to be iid. This structure is useful when one wants to derive analytical results, but is not necessarily the most realistic. Table 2.1 summarize the baseline parametrization.

\[
\begin{align*}
F_x & = \mathcal{N}(0, \sigma_x) & \sigma_x & = 10 \\
F_v & = \mathcal{N}(0, \sigma_v) \text{ i.i.d} & \sigma_v & = 1 \\
F_u & = \mathcal{N}(0, \sigma_u) & \sigma_u & = 1 \\
c & = 10^{-4} & K & = 5000
\end{align*}
\]

Table 2.1: Baseline parameter values

We define *expected absolute order flow* as \(E[|y_n|]\) and *price impact of order flow* \(\lambda_n\) as

\[
\lambda_n := \frac{\text{cov}(y_n, \Delta p_n)}{\text{var}(y_n)}
\]

Both expected order flow and price impact are by-products of our solution algorithm and can therefore be computed through sample averaging.

<table>
<thead>
<tr>
<th></th>
<th>t=1</th>
<th>t=2</th>
<th>t=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>St.dev.</td>
<td>0.67</td>
<td>0.25</td>
<td>0.39</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.01</td>
<td>-0.33</td>
<td>-0.12</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.86</td>
<td>3.62</td>
<td>2.94</td>
</tr>
</tbody>
</table>

Table 2.2: Price change - first four moments (K=5000)

Figure 2.2 shows several of the key results from the model. First, as shown in the top-left panel, expected absolute order flow peaks at the benchmark time \(t = 2\). Price impact is nearly zero at the benchmark time however, as shown in the top-middle panel.
Figure 2.2: Baseline results

<table>
<thead>
<tr>
<th></th>
<th>(t₁, t₂)</th>
<th>(t₂, t₃)</th>
<th>(t₁, t₃)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orderflow correlation</td>
<td>0.67</td>
<td>0.78</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Table 2.3: Orderflow correlation

| α₁   | 0.17 |
| α₂   | 0.78 |
| α₃   | 0.01 |
| β₁   | 1.68 |
| β₂   | 6.04 |
| β₃   | −0.24|
| β₄   | 3.51 |
| β₅   | 0.20 |

Table 2.4: Equilibrium coefficients - baseline parameters

The reason is that the market is dominated by the benchmark trades done by the dealer in this period. Since the dealer does not trade for reasons concerning the fair value of the asset, these trades are uninformative, and hence price impact is low.
The market price does converge to the fair value, however. The top-right panel shows that the expected squared pricing error decreases each trading round, with by far the largest decrease in the final trading round.

The bottom-left panel provides the explanation for the two previous results; the dealer is executing a large share of his total order in the fixing round, thereby driving up the expected absolute order flow in this trading round. It is also interesting to notice that the dealer does not trade in the opposite direction of his client orders; this distinguishes the dealer’s execution strategy from the “frontrunning” that takes place when price impact is exogenous (Section 2.2.1 and Osler et al. (2016)).

Unlike the classic Kyle model, here the informed trader trades also for reasons not related to the fundamental value of the asset; at the benchmark time he trades in the opposite direction of the dealer, in order to profit from any non-efficient price impact caused by the dealer’s trades. This can be seen in the bottom-middle panel.

The bottom-right panel shows the price path conditional on benchmark orders being positive. There is a slight up-and-down movement in the mean price path, reflecting the price disturbance caused by the dealer executing benchmark trades. The benchmark trades are uninformative but still have a price impact. The reason is that market maker cannot separate between informed and uninformed trade volume, he only observes the aggregate order flow. Empirically, Evans (2018) and Osler et al. (2016) document a similar pattern in foreign exchange rate around the 4pm London fix.

Orderflow in this model is autocorrelated (Table 2.3), unlike in the original Kyle model. This autocorrelation stems from the benchmark orders that the dealer has to execute, and allows the informed trader to form an estimate of the size of benchmark orders. The informed trader use this estimate to trade in the opposite direction of the dealer during the benchmark, signified by the negative value of $\beta_3$ in Table 2.4. Similarly, the dealer is able to form a more precise estimate of the fair asset value than what the market maker can form from observing public information (orderflow) only. In equilibrium, however the dealer does not condition on this information when submitting his trades, as signified by the coefficient $\alpha_3$ in Table 2.4.
2.3.2 Sensitivity to variances

In this section we study how various key features of the model depends on the variances of the underlying random variables. We shall let these variances range over the values

\[ \sigma_x = [6, 8, 10, 12, 14] \]
\[ \sigma_v = [0.6, 0.8, 1.0, 1.2, 1.4] \]
\[ \sigma_u = [0.6, 0.8, 1.0, 1.2, 1.4] \]

We change one variance at the time, and let all other parameters be as in the benchmark case.

First we study how the profits of both the dealer and the informed trader depend on the parameters of the model. We do that by computing equilibrium expected profits for the range of variances under consideration. Figure 2.3 show expected profits, normalized by the baseline level of profits. The profits of the informed trader, signified by the blue line, increase in the variance of benchmark orders (\( \sigma_x \)), while the profits of the dealer (red line) decrease in this variance.

The profit of both the dealer and the informed trader are increasing the variance of the fair value (\( \sigma_v \)), as shown in the middle panel. The right-hand panel shows that the profit of the dealer is much more sensitive to the level of noise (\( \sigma_u \)) than the profit of the informed trader.

Summing up, a high uncertainty in the fair value and the amount of noise are beneficial for the dealer, while the variation in the direction and size of benchmark orders is detrimental. For the informed trader, returns on information are higher in the variation of both benchmark orders and the fair value, while variation in the level of noise is only very slightly beneficial.

Next, we study how benchmark price volatility and price deviation from the fair value depends on the variances of the underlying random variables \( x, v, u \). We compute equilibrium price standard deviation and the root mean square error between the price and the fair value. Note that the standard deviations are “cross-sectional”, in the sense that we compute the standard deviation of \( p_n \) across \( K \) random samples for each \( n = 1, 2, 3 \), and similarly for the RMSE of the price measured against the fair value.
Figure 2.3: Profits as function of $\sigma_\ell$ (left), $\sigma_\ell$ (middle) and $\sigma_u$ (right). Y-axis show percent of baseline value. Red circles are dealer profit, blue triangles are informed trader’s profit.

Figure 2.4 shows the results for price standard deviation. The left-hand panel shows that pre-benchmark price volatility is initially increasing in the variance of benchmark orders, and the volatility across all periods decreases for high levels of variation in benchmark orders. The variance of the fair value, on the other hand, has an equal impact on price volatility across all time periods, as shown in the middle panel of Figure 2.4. Increased noise trading, shown in the right-hand panel, decrease the volatility of the pre-benchmark price. An interpretation of this is that when noise goes up, the price impact of trading goes down, and in particular the price impact of the dealer trading at the first trading round goes down. This second-order effect dominates the first-order effect that increased noise has on the price, for all but very low values of noise variance.

Figure 2.4: Price standard deviation as function of $\sigma_\ell$ (left), $\sigma_\ell$ (middle) and $\sigma_u$ (right). Y-axis show percent of baseline value. Red circles are the pre-benchmark period (t=1), green triangles are the benchmark time (t=2), and blue squares are the post-benchmark period (t=3).

Figure 2.5 shows how the price deviation from fair value, measured as RMSE between
the two quantities, depends on the underlying variances. First of all, we see that the price deviation decrease for each trading round, reflecting the convergence of the price to the fair value. For the highest level of variance in benchmark orders, the price deviation increase across all time periods. Price deviation as a function of the variance in fair value is U-shaped - both a higher and a lower variance of the fair value than in the baseline increases the price deviation.

**Figure 2.5:** Price deviation from fair value as function of $\sigma_x$ (left), $\sigma_v$ (middle) and $\sigma_u$ (right). Y-axis show percent of baseline value. Red circles are the pre-benchmark period ($t=1$), green triangles are the benchmark time ($t=2$), and blue squares are the post-benchmark period ($t=3$).

Lastly, we study how price impact depends on the parameters of the model. As in the other experiments, we compute equilibrium price impacts for the range of variances under consideration. The results are shown in Figure 2.6. We see that the relation between price impact and amount of uncertainty is somewhat complicated. Price impact is decreasing in the variance of benchmark orders, which means that the higher the average absolute size of benchmark orders, the lower is price impact. The middle plot shows that price impact at the benchmark is increasing in the variance of the fair value. This is intuitive: higher $\sigma_v$ entails that the informed trader is on average "more informed", which increase price impact. Price impact is first decreasing and then increasing in the variance of uninformed trades (noise). Intuitively, when there is more noise, the market maker is more uncertain as to whether order flow at the benchmark time is coming from the informed trader or the uninformed dealer. This is an interesting contrast to Admati and Pfleiderer (1988), where price impact is only decreasing in the variance of noise.
Figure 2.6: Price impact as function of $\sigma_x$ (left), $\sigma_v$ (middle) and $\sigma_u$ (right). Y-axis show percent of baseline value. Red circles are the pre-benchmark period (t=1), green triangles are the benchmark time (t=2), and blue squares are the post-benchmark period (t=3).

2.4 Discussion

Price benchmarks has a tendency to work as basins of attraction for liquidity, as pointed out by Duffie and Dworczak (2014). They can also be accompanied by strong incentives for some market participants to transact at the benchmark price (Financial Stability Board, 2014). Both these economic forces can exhibit self-reinforcing dynamics. The resulting market structure is modeled in this paper, and we show testable implications for both order flow and price impact. The implications have empirical support in recent evidence from FX markets. An open question is whether similar dynamics can be found in other financial markets with important benchmarks, such as money markets, commodity derivatives or interest rate swaps. In equity markets closing prices plays a similar role as the fix does in FX markets.

Osler et al. (2016) show how a model where dealers are frontrunning their customers results in a “convex” price path, both in a competitive situation and in a situation with collusion. The model in this paper has no frontrunning and features a competitive market, yet still produce a convex price path.

We have also shown that without a learning market maker in the model, a manipulative trading strategy would be optimal for the dealer. Put simply, the learning market maker will in equilibrium understand the execution strategy of the dealer and adjust the price impact of trading downwards. Since there is an informed trader present in the market, and the market maker only observes aggregate order flow, the price impact of trading at the benchmark is not exactly zero, which leaves some profit to the dealer, and a certain
amount of distortion of the benchmark price. At a general level, we show how the introduction of an endogenous price impact function significantly affects optimal execution strategies. This last point also carries important implications for the literature on optimal order execution, where exogeneous price impact functions are commonplace.

2.A Numerical solution method

We solve the model numerically via a combination of a sample average approximation, projection approximations of conditional expectations, numerical optimization and fixed point iteration.

Specifically, we first fix a large sample $S$ of realizations of the random variables $x, v, u$ and arbitrary trading strategies $(\alpha_n)$ and $(\beta_n)$. Given these, we can compute order flow, and then approximate the conditional expectation of agents by regressing the unknown state variable onto polynomial powers of the variables in each agent’s information set.

For example, in period 2 the pricing rule (2.5) is estimated by regressing $v$ on $(y_1, y_2, y_1^2, y_2^2, y_1y_2, y_1y_1^2, \ldots)$.

Next, we use the given trading strategies $(\alpha_n, \beta_n)$ and regression coefficients to approximate expected profits $E[V]$ and $E[J]$ by their sample average.

The last step of the algorithm is a fixed point-iteration: take as given one trading strategy and numerically optimize the other, proceeding back and forth between the strategies. Since the sample $S$ is fixed, these are deterministic optimizations. When and if the coefficients converge, we have reached the assumed equilibrium functions $(\alpha_n^*, \beta_n^*)$. The full algorithm is described in Box 1.

**Box 1: Numerical Solution Algorithm**

1. Specify the distributions $F_v, F_u, F_x$ and draw $K$ realizations of $v, x, u_1, u_2, u_3$.

2. Fix some initial values of the strategy coefficients $(\alpha_n)$ and $(\beta_n)$ for $n = 1, 2, 3$, satisfying $\alpha_1 + \alpha_2 + \alpha_3 = 1$.

3. Approximate $E[v | \mathcal{F}_n]$ by the least squares prediction $\hat{v}_n$ made by regressing our $K$ realizations of $v$ onto a sequence of polynomial powers of $(y_j, j \leq n)$. 
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4. Similarly, regress \( x \) on polynomial powers of \((y_j, j \leq n)\) and \( v \) to form \( \hat{x}_n \approx \mathbb{E}[x \mid \mathcal{F}_n] \), and regress \( v \) on polynomial powers of \((y_j, j \leq n)\) and \( v \) to form \( \hat{v}_n \approx \mathbb{E}[v \mid \mathcal{F}_n] \).

5. For each \( k = 1, \ldots, K \), use the strategy coefficients \((\alpha_n, \beta_n)\) to compute profits of the informed trader and the dealer, \( V_k \) and \( J_k \).

6. Approximate expected profits by averaging over the \( K \) simulations,

\[
\bar{J} = K^{-1} \sum_{k=1}^{K} J_k
\]

\[
\bar{V} = K^{-1} \sum_{k=1}^{K} V_k
\]

7. Update \((\alpha_n)\) to the optimizer of \( \bar{J} \) by repeating step 3-6.

8. Update \((\beta_n)\) to the optimizer of \( \bar{V} \) by repeating step 3-6.

9. Repeat step 7 and 8 until \((\alpha_n)\) and \((\beta_n)\) converges.

The complete source code of the algorithm is available online\(^{10}\). In the next section we discuss the properties of the algorithm in more detail. We first offer some general observations.

In a wide range of numerical experiments, we have seen the algorithm outlined above to converge to the same parameters over several runs with different randomization seeds. We have thus not experienced instabilities related to non-uniqueness of equilibria. The trading cost \((c)\) is crucial in this respect, as previously noted. When the algorithm converge, the projection theorem and the law of large numbers ensures that, given mild

\(^{10}\)sites.google.com/view/jo-saakvitne-academic-homepage
regularity conditions and large enough $M$ and $K$, we have
\[
p_n \approx \mathbb{E}[v | \mathcal{F}_n^m] \\
\tilde{J}(\omega_n^*) = \max \tilde{J}(\omega_n) \approx \max \mathbb{E}[J(\omega_n) | \mathcal{F}_n^d] \\
\tilde{V}(\theta_n^*) = \max \tilde{V}(\theta_n) \approx \max \mathbb{E}[V(\theta_n) | \mathcal{F}_n^d]
\]
We use third-degree polynomials of $(y_j, j \leq n)$ as basis functions in our approximation of $p_n$. In an iid Gaussian setting, for example the classical Kyle model, it would in fact be sufficient to use only the first power of $y_n$ (a linear regression). Other types of polynomials can be used, the important thing is that the polynomials forms an orthogonal basis for $v$ in $L_2$ space. We have verified that our results do not change if we use other common types of orthogonal polynomials. We have used a sample size of five thousand draws per simulation run ($K = 5000$). As convergence criteria in the fixed point iteration we have required the Euclidean norm of the change in strategy coefficients to be below $10^{-2}$. In our baseline parametrization of the model we have found that the rate of convergence is quite fast, and that 30 simulation runs (step 9) are often sufficient for a reasonable approximation to the equilibrium values. Our experiments indicate that 200 simulation runs are usually sufficient to achieve a convergence tolerance of $< 10^{-4}$.

An advantage of the solution method used here is that we can free ourselves from the reliance on the assumption of joint normality of the random variables involved. As noted by O’Hara (1995), this assumption is problematic because it often directly affects a model’s predictions regarding factors such as optimal trade size and the effects of volume. We employ a baseline parametrization that involves jointly normal random variables, but in our sensitivity analysis we loosen this assumption (Section 2.B.2).

2.A.1 Convergence results for the numerical solution algorithm
The algorithm consists of several steps: solving two stochastic optimizations via sample averaging, finding an equilibrium via a fixed-point iteration, and approximating a conditional expectation via a basis function regression. Providing a general convergence result for the algorithm is difficult, since one needs to consider limits for the number of basis functions, sample size and fixed-point iterations.

One standard result that can be applied to our setting concerns the convergence of the Monte Carlo sample averages to the true expected values. If we constrain the vector of
strategy coefficients $\mathbf{b} = [b_1, \ldots, b_j]$ to take values in a compact set $\mathcal{B} \subset \mathbb{R}^j$, we have the following result.

**Proposition 1.** Take as given an informed strategy $(\omega_n)$ and a pricing rule $p_n(y_1, \ldots, y_n)$. Suppose the price rule is jointly continuous. Let $\mathcal{B}$ be a compact subset of $\mathbb{R}^j$. Consider the stochastic optimization problem

$$\max_{\mathbf{b} \in \mathcal{B}} \mathbb{E}[J(\mathbf{b}) | x] \quad s.t \quad \sum_{n=1}^{\infty} b_n = 1$$

Suppose the regularity condition $\mathbb{E}[\sup_{\mathbf{b} \in \mathcal{B}} |J(\mathbf{b})|] < \infty$ holds. Then, as $K \to \infty$,

i) \[ K^{-1} \sum_{k=1}^{K} J_k \to \mathbb{E}[J(\mathbf{b}) | x] \text{ uniformly, with probability 1} \]

Furthermore, suppose the stochastic problem is uniquely maximized at $\mathbf{b}^*$, and let $\bar{\mathbf{b}}^*_K$ be the optimizer of the corresponding deterministic problem with sample size $K$. Then, as $K \to \infty$,

ii) \[ \bar{\mathbf{b}}^*_K \overset{p}{\to} \mathbf{b}^* \]

**Proof.** Part i) follows from the Uniform Law of Large Numbers, see Newey and McFadden (1994, Lemma 2.4). Part ii) follows from Newey and McFadden (1994, Theorem 2.1).

An equivalent result holds for the informed trading strategy $(\omega_n)$. One could furthermore build on standard asymptotic theory and apply the central limit theorem to derive distributional properties of the Monte Carlo estimators, see Homem-de Mello and Bayraksan (2014).

In the statement of Proposition 1 we assumed that the pricing rule $p_n(\cdot)$ is jointly continuous in order flow $(y_n)$. In the general case where $p_n$ is the conditional expectation of $v$, this condition is hard to verify without imposing additional restrictions on the distributions $F_x, F_y, F_\epsilon$. When $p_n$ is a polynomial function of $(y_j, j \leq n)$\(^{11}\) however, as is the case in our algorithm, joint continuity is immediate. Approximating the conditional expectation by truncating the basis function expansion to the first $M$ terms introduce its own error term. However, when the conditional expectation is square integrable it is possible to derive bounds on this truncation error - see Zanger (2013, 2018) for more details.

\(^{11}\)For example $p_n = \gamma_1 y_1 + \gamma_2 y_2 + \gamma_3 y_1^2 + \gamma_4 y_2^2 + \gamma_5 y_1 y_2$
2.B Additional model sensitivity checks

In this section we report the output of two additional sensitivity checks - introducing correlation between benchmark orders and the fair value, and allowing for time-varying and autocorrelated liquidity trading.

2.B.1 Correlation between benchmark orders \( (x) \) and the fair value \( (v) \)

What happens if the size and direction of benchmark orders are correlated with the fair value of the asset? To answer this question, we change the baseline parameters such that benchmark orders \( x \) and the fair value \( v \) are multivariate normal random variables with correlation coefficient 0.5. All other parameters are as in the baseline scenario.

Figure 2.7 shows that correlation of benchmark orders and the asset’s fair value does not change any of the baseline results substantially. The price impact in the trading round after the benchmark is somewhat higher (top-middle panel). The order flow coming from the informed trader now reflects the informed trader tends to trade in the same
direction as the dealer (bottom-middle panel).

2.B.2 Time-varying autocorrelated noise

The classical Kyle model and many later models typically assume that liquidity ("noise") trading is iid white noise. An advantage of the numerical solution algorithm employed in this paper is that it allows us to study the impact of a departure from this assumption.

For this experiment we let noise trading be described by time-varying variance and time-series correlation. Specifically, we let the noise trades $u$ be three-dimensional jointly normal with correlation matrix $\Sigma_u$ where

$$
\Sigma_u = \begin{bmatrix}
1 & 0.3 & 0 \\
0.3 & 5 & 0.3 \\
0 & 0.3 & 1
\end{bmatrix}
$$

Figure 2.8 shows that qualitatively the main results of the model are unchanged under this more complicated stochastic structure.
<table>
<thead>
<tr>
<th></th>
<th>t=1</th>
<th>t=2</th>
<th>t=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>-0.01</td>
<td>-0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>St.dev.</td>
<td>0.56</td>
<td>0.45</td>
<td>0.39</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.03</td>
<td>-0.11</td>
<td>0.09</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3.18</td>
<td>2.91</td>
<td>2.88</td>
</tr>
</tbody>
</table>

Table 2.5: Price change - first four moments (K=5000) - autocorrelated noise

<table>
<thead>
<tr>
<th></th>
<th>( (t_1, t_2) )</th>
<th>( (t_2, t_3) )</th>
<th>( (t_1, t_3) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orderflow correlation</td>
<td>0.73</td>
<td>-0.42</td>
<td>-0.39</td>
</tr>
</tbody>
</table>

Table 2.6: Orderflow correlation - autocorrelated noise

<table>
<thead>
<tr>
<th>( \alpha_1 )</th>
<th>( \beta_1 )</th>
<th>( \alpha_2 )</th>
<th>( \beta_2 )</th>
<th>( \alpha_3 )</th>
<th>( \beta_3 )</th>
<th>( \beta_4 )</th>
<th>( \beta_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.07</td>
<td>0.81</td>
<td>0.88</td>
<td>13.83</td>
<td>0.01</td>
<td>0.96</td>
<td>0.16</td>
<td>-0.15</td>
</tr>
</tbody>
</table>

Table 2.7: Equilibrium coefficients - autocorrelated noise
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Abstract

We model the option value embedded in ”last look”-quotes, the structure of which is similar to an American barrier option. To account for the realities of high-frequency financial prices we introduce the time-changed discrete Levy process as a model for price dynamics, and show how the optimal stopping problem associated to the quote can be solved via Least Squares Monte Carlo. For various special cases we provide explicit formulae. We also solve the optimal stopping problem for the cases where the price process follow a Brownian motion, and a Skellam process.
3.1 Introduction

Our goal is to study the risk involved when a trader makes a binding fixed-price offer to buy or sell a stock or other security in the financial market. Such an offer is called a quote. A trader who provides a quote assumes a risk, since he takes a loss if the value of the quoted security has a detrimental development before the quote expires. This risk is often referred to as the risk of "being picked off". To protect themselves against this risk, traders sometimes provide quotes with a feature known as "last look". The essence of the last look is that the quote is automatically cancelled if the price of the security crosses a certain threshold, even though the quote hasn’t expired yet. Quotes with last look or similar features are used both on bilateral trading venues and on limit order book markets. In this paper we are chiefly concerned with the bilateral setting.

We approach last look-quotes by noting an analogy from option pricing. The payoff from a last look-quote has the same form as the payoff from an American barrier option, and by analogy we propose to put a monetary measure on the risk of being picked off by evaluating the largest possible expected payoff under a risk-neutral measure. In finding this expectation we also characterize the optimal stopping time associated with the quote. The time scales involved in quotes are very different from that of traditional option pricing however, which leads us to revisit common assumptions about financial price modelling, and to propose a price dynamic that builds on a time-changed discrete-valued Levy process.

The main elements of novelty in our paper are the following. First, by taking up and extending the idea of an analogy between quotes and options, we show how the special last look-feature of a quote can be modelled as an exotic option. Second, we propose a new model for the dynamics of high-frequency financial prices, built on a time-changed discrete Levy process. Third, for certain special cases of the price dynamics we provide analytical solutions to the optimal stopping problem associated with last look-quotes. Fourth, for the general form price dynamics we provide a convergence result on the solution to a discretized form of the model. We illustrate the discretization approach via a Least Square Monte Carlo simulation exercise.

The results in this paper can be useful not only for practical risk-management purposes, but also for regulators and others engaging in market design, as the picking off-risk inherent in posting quotes is closely tied to the cost of providing liquidity, and hence to transaction costs and overall functioning of market venues.
The idea that a financial quote can be regarded as an option was first introduced by Copeland and Galai (1983), who compared observed bid-ask spreads with the predictions of the Black-Scholes formula for European options. A more detailed comparison of the similarities and differences between options and quotes was done by Frino et al. (2006), who performed an empirical investigation into the option value of the limit order book. Lehmann (2006) built on the analogy between options and quotes to study limit orders and their relation to Arrow-Debreu state prices. In contrast to these earlier papers we shall explicitly model the early exercise (American) feature of quotes. Moreover we show how the special last look-feature of certain quotes maps into the structure of an American barrier option. Last look-quotes are also studied by Cartea et al. (2015) and Oomen (2016), although in models with different emphasis than ours.

The fact that quotes involve an option-like structure is easily seen through an example: say a trader makes an offer to buy a specific share for 100 dollars, and the offer is binding for the next 5 seconds. If the market value of the share drops to 99 dollars after 3 seconds, the counterpart can profit from accepting the offer. In order to evaluate the risk taken on by someone who makes a binding fixed-price offer, it is necessary to study the decision making problem of the trader receiving the offer: at what time should he or she trade on the quote? The execution time that maximize the expected payoff is the optimal trade time. The downside risk that the quote provider takes on in this example is often called the risk of being picked off, and we quantify this as the value of the option that the receiver of the quote can claim.

In our model, a quote is said to have a last look-feature if it is automatically cancelled if the price moves past a specified barrier. The last look-feature puts a cap on the potential loss for the supplier of the quote, thereby limiting its risk. Last look-quotes are common in foreign exchange markets, where there has also been a controversy concerning the design and use of last look-features. This makes a mathematical model for last look-quotes of particular practical and regulatory interest.

Even though our model for the risk evaluation of financial quotes has many similarities to option pricing models, the time scale involved when studying quotes is typically seconds or milliseconds, which is orders of magnitude shorter than that of a traditional options. For this reason we need to revisit the standard assumptions of financial price

---

1See for example ”Currency Trading’s Last Look’ Rules Are Changing, BOE Says”, Bloomberg news, 28th July 2016.
modelling. In particular we discuss the role of the discounting numéraire, and in view of the extremely short time scales involved we disregard it in the modelling. Moreover, real-world prices are only allowed to take discrete values, a fact that also becomes visually quite apparent when one studies prices over very short time intervals (see also e.g. Harris (1994), Angel (1997) and Werner et al. (2015)).

In this work we consider three types of underlying price models: the Brownian motion, the Skellam process, and a time-changed discrete Levy process. The Brownian motion is of interest since it is a traditional benchmark model, popular for practical applications. The Skellam process however, is better suited to describe the underlying security due to its discrete values, see Barndorff-Nielsen et al. (2012). The model that has the best potential of the three to capture all the stylized facts of high-frequency financial prices is the one based on a time-changed discrete Levy process, which we to the best of our knowledge are the first to introduce in this context.

In fact, financial prices also exhibit a high-frequency clustering effect, which we account for by introducing a random time change in the construction of the price process. The main idea of change-of-time methods is to find a simple representation for a stochastic process with a complicated structure, using some known process and a change-of-time process. A review of time change-methods in stochastic calculus can be found in Barndorff-Nielsen and Shiryaev (2015). For applications to finance see Swishchuk (2016). In this paper we use an integrated Cox-Ingersoll-Ross process as our time change, an approach introduced by Carr et al. (2003). The paper of Gong and Zhuang (2017) is related to ours in that they study the pricing of traditional American options under a time-changed price process. The optimal stopping time of the traditional American option differs from ours because the last look-problem studied in the present work involves also a knock-out boundary.

The structure of this paper is the following. In the background section we discuss the economic function of last look-quotes and the institutional details surrounding this mechanism, and review four stylized facts of high-frequency financial prices. In the next section we proceed with formulating quotes and the associated optimal stopping problem mathematically, and we introduce the time-changed discrete Levy process. We then turn to solving the model. We provide an analytical solution to the optimal stopping problem for a special case of our price process, the time-changed Skellam. The general case is solved numerically, and we provide a convergence result for the discrete approximating solution. In the final section we study last look quotes under two alternative price processes, the Brownian motion and the (ordinary) Skellam process. In both cases
we provide an explicit solution of the optimal stopping problem and derive formulae for
the value of the quote, the distribution of the optimal stopping time and the probability
that the last look comes into effect.

3.1.1 Background

Last look quotes

The last look feature in a quote is associated with a threshold level of prices, so that
when the price of the security being quoted crosses the boundary, the quote becomes
invalid. A formal definition is given later on. Last look quotes are perhaps best known
from foreign exchange markets, where their use has been the subject of a recent con-
troversy, but the feature is also used in fixed income trading (for example on the MTS
BondVision bond trading platform). Also in equity markets there are order types with
features similar to last look (for example the “Discretionary peg” order offered on the
IEX stock exchange). Last look-features are used in both limit order books and in bilat-
eral trading systems.

The model in the present paper is applicable to quotes in a bilateral trading setting more
than a limit order book. The reason is that in a limit order book there will be many
market participants that can trade on a given quote. Competition between participants
will drive the execution time of the quote to the first time it is profitable to trade (in
our model this would be when the fair value crosses the execution price of the quote).
The optimal stopping problem is trivial in this case, although several other interesting
problems arise - see for example Goettler et al. (2005) and Roșu (2009) for equilibrium
models of the limit order book, and Foucault et al. (2016) and Budish et al. (2015) for
issues related to latency arbitrage.

In a bilateral setting, on the other hand, the optimal stopping problem associated with
the last look is not trivial. And if one wants to valuate the option embedded in the
quote, on needs to tackle this problem. Such a valuation is economically important be-
cause it determines trading costs - in conditions where the option value is high, liquidity
providers have to cover in the option value through higher spreads. Participants with
the technology and strategy to take advantage of stale quotes can possibly regain the
higher spreads through executing quotes with the optimal policy described here. Par-
ticipants without the technology to do so have to bear the higher trading cost. Deeper
analysis along these lines are performed by both Cartea et al. (2015) and Oomen (2016).
Bilateral provision of quotes can take place as streaming to customers, common in FX, or in response to a customer’s request for quote, common in bond trading. In either case the last look-feature is used to reduce the downside risk taken by the liquidity provider. In particular liquidity providers want to reduce the losses incurred on them by faster traders engaging in cross-platform arbitrage. Unfortunately, to the best of our knowledge there are currently no empirical studies on last look-quotes at the present. Conversations with traders and analysts in FX markets suggests that the frequency of last look being activated is highly dependent on the type of customer receiving the quote - one participant stated that high frequency traders and hedge funds commonly saw their executions stopped by last look in 10-20 % of all trades, and for certain participants it could be as high as 50 %. For other types of customer the last look feature is hardly ever exercised. Publicly available information on the use of last look quotes by the major FX dealing banks shows that the parameters of the last look feature are often set individually for each customer.

Given that last look protects liquidity suppliers against the risk of being picked off and hence reduce their risk of providing liquidity, competitive forces will normally ensure that the cost reduction of suppliers is reflected in lower trading costs for customers. Put differently, we would expect "slow traders", such as institutional investors, to benefit from a trading mechanism that limits high frequency arbitrage. Whether this holds in practice is an empirical question that has yet to be answered. However, liquidity providers have also been accused of misusing the feature, to the detriment of their customers. One major dealing bank went beyond employing last look as a purely "defensive measure", and instead used it as "general filter to reject unprofitable orders", according to the New York Department of Financial Services, who fined the bank in question $ 150 million in 2015\(^2\). In the wake of this case, regulators and market participants agreed on new best practices regarding the use of last look, stating that “Market Participants employing last look should be transparent regarding its use and provide appropriate disclosures to Clients” (Global Foreign Exchange Committee, 2017, Principle 17).

Last look is particular relevant in connection with minimum resting times on quotes. A minimum resting time is a requirement laid down by the trading platform or regulators saying that a quote cannot be cancelled until a minimum amount of time has passed. The attention surrounding minimum resting times has increased, as regulators

\(^2\)New York Department of Financial Services press release November 15th 2015
and market participants have become increasingly concerned about algorithmic trading causing “phantom liquidity”, a phenomenon in which quotes are submitted and subsequently cancelled within a very short time frame (Blocher et al., 2016). There is an ongoing debate on whether this is detrimental to the quality of markets, see for example Hendershott et al. (2011); Budish et al. (2015); Foucault et al. (2016). Several regulatory responses have been proposed, among them a rule requiring all quotes to have a minimum resting time (Jorgensen et al., 2016). A question of interest to regulators is therefore how the introduction of a minimum resting time will actually affect trading costs (Brogaard, 2011; Furse et al., 2011). It seems intuitive that a minimum resting time entails a larger risk of being picked off, because the supplier of the quote can not adjust the quoted prices in reaction to new information until the minimum resting time has expired. The model presented in the present work allows one to quantify how the risk of being picked off depends on the minimum life length of the quote (\(T\)).

Connection to option pricing theory

A trader that has provided a buy quote to another trader has the obligation, but not the right, to sell at the specified price at any time until the quote expires, even if the fair value of the asset moves to the suppliers disfavour. In this sense the provider of the quote has taken up a risk. Then we see that the position of someone who has supplied a quote is in fact very much like that of someone who is short an (American) put option, an observation first made by Copeland and Galai (1983)\(^3\). The quoted price takes the role as the strike price of the option, and the validity time of the quote is the expiration time of the option. The receiver of the quote is in a position as if he were long an American put option. Clearly, if the quote is an offer to sell, the situation would be reversed and the provider of the quote is short an American call option. The risk taken up by the provider of the quote is effective if the quote is executed against. The monetary value of this risk corresponds to the value, or ”fair price”, of the corresponding option.

In the framework of option pricing introduced by Black and Scholes (1973), the price of a traded option is found using hedging and the principle of no arbitrage. The price is unique, since the options (and all financial claims) are perfectly replicable. The fundamental building block of this theory is the so-called replicating portfolio: a self-financing portfolio of assets that exactly replicates the payoff from the option. The mar-

\(^3\)Copeland and Galai did not account for the possibility of early exercise however, but instead treated the quoted as an European option
ket model is called complete. Prices of financial claims determined by the no-arbitrage
principle are called "fair". The no arbitrage pricing principle provides an interval for fair
prices also when the market model is incomplete, that is when not all financial claims
are perfectly replicable.

However, in the present framework of quotes, it is not clear how we should apply the
idea of no arbitrage pricing and replicating portfolios in the current setting: this portfolio
would normally involve a position in the underlying asset, but the process of acquiring
such a position is exactly what we are modelling in the first place.

Non arbitrage prices can also be found using a so-called risk-neutral evaluation. That is,
the fair price is given by the expected discounted payoff under a risk-neutral probability
measure. If the market is complete, the measure is unique and it provides the unique
non-arbitrage price for any traded payoff, as the expectation of the discounted payoff
under the risk neutral probability measure (Jeanblanc et al., 2009). If the market model
is not complete, the interval of arbitrage prices corresponds to all the risk-neutral mea-
sures of the incomplete model.

In the present work, we apply the idea of risk neutral pricing of the option embedded in
the quote to evaluate the risk of posting firm quotes. The expectation of the discounted
payoff of the quote, under a given martingale measure, represents a monetary measure
of the risk involved in supplying a firm quote.

To see why the expectation under a risk neutral measure can be a useful benchmark,
imagine a hypothetical complete market where one is able to continuously trade in the
quoted asset. In this market the quote can be replicated by an American option, and
the initial value of the hedging portfolio of the American option can be found via its
risk-neutral expectation.

**No discounting**

We have argued that financial quotes are in some respects very much like American op-
tions. Unlike common option pricing models however, we will disregard discounting.
There are two reasons for this.

First, the time scales involved in modeling financial quotes are very different from those
of traditional option pricing models. The expiration time of a quote in modern mar-
Kets will typically be measured in seconds or milliseconds, while American stock options have expiry dates measured in months or years. Cash flows occurring months or years into the future are significantly affected by discounting, and we therefore cannot abstract it away without fundamentally changing the structure of decision making problems. For cash flows that are seconds or milliseconds into the future things are different. The empirical literature on intraday interest rates finds evidence of rates in the range of 0.1 to 0.9 basis points per hour (Furfine, 2001; Kraenzlin and Nellen, 2010; Jurgilas and Žikeš, 2014). These numbers imply per-second interest rates in the range of $2.8 \times 10^{-9}$ to $2.5 \times 10^{-7}$ per cent. On the other hand, a volatility coefficient of 20% per year, commonly found for stocks indices, translates into a per-second volatility of 

$$\frac{0.2}{(252 \times 8 \times 60 \times 60)^{1/2}} \approx 7 \times 10^{-5},$$

several orders of magnitude larger than any realistic discount rate. We see that discounting is simply not of any real significance over very short time horizons.

Secondly, it is not clear that per-second or per-millisecond discount rates are even meaningful economic concepts. The hourly discount rates mentioned earlier are thought to be due to structural properties of payment systems. There is as far as we know no evidence that these structural properties carry over to much shorter time intervals.

### 3.1.2 Stylized facts of high-frequency prices

The randomness in our model will stem from the fair price of an asset. We will model this fair price as an integer-valued Levy process subject to a random time change. In this section we review the arguments behind this choice, in the form of four stylized facts about financial prices relevant for time horizons of seconds or less.

**Prices take values on a discrete set**

Financial prices take values on a discrete set of points called *ticks*, see Harris (1994); Angel (1997); Werner et al. (2015) for more details on the tick grid.

In mathematical finance it is common practice to model prices as random processes taking values on the real line. In some way the continuous line is an ”approximation” of a very dense price grid. This is fine when the model deals with horizons of days, months and weeks. However it has different impact when the model is to be applied for time spans of seconds or milliseconds.
Prices change value in continuous time

Most trading systems treat time as continuous, in the sense that orders are processed continuously on a first come-first served basis and recorded in chronological order (Budish et al., 2015). An accurate model for financial prices should therefore have a time index which takes values on the real line.

Note that trading systems give recorded trades a digital time-stamp. This means that although trading takes place in continuous time, transaction data have discrete-valued time indices. For the applications in this paper it is the actual events that are important, not how they are stored in digital systems.

Prices sometimes change by more than one tick

Price changes occur when new quotes enter the market or old quotes are cancelled or traded against. A price change of more than one tick is commonly seen in practice. The frequency distribution of the increment size is however rapidly decreasing - Barndorff-Nielsen et al. (2012) analyse a data set consisting of equity futures, Treasury bonds, commodity futures and money market futures, and show that price increments of more than five ticks are very rare in these securities.
Price changes are clustered in time
Price changes are clustered in time for different reasons and in different manners.

First, prices change more frequently at certain times of the day. The frequency of price changes is usually lower during night time than day time, and it is higher around the fixed release times for important information such as company reports and macroeconomic indicators. If the model for prices refers to horizons of a day or more, this form of clustering is important. However, it is not important when the time horizon is seconds or less; either the model is dealing with a daytime-second or a night time-second, and it is either dealing with a second when important information is scheduled to be released or it is not. We will therefore disregard any cyclical time-of-day clustering effect during the short time intervals we are considering, although the model could easily be extended to account for such effects (see Borovkova and Schmeck (2017) for an example of this in the context of electricity markets).

There is however a second clustering effect that is present also in very short time horizons: we are more likely to see price change in the next few seconds if another price change has just occurred. A variety of modeling approaches has been suggested for dealing with this effect, see Bauwens and Hautsch (2009) for more details. The economic mechanisms behind this clustering effect is still being debated, possible explanations include heterogeneous information arrivals (Andersen and Bollerslev, 1997), investor learning (Banerjee and Green, 2015) and behavioral models (Cont, 2007). We shall account for this second clustering effect by introducing a random time change in our asset price model. To the best of our knowledge, it is the first time that such an approach is taken when studying quotes.

To illustrate the time clustering of price changes we consider intraday data on the exchange rate between US Dollars and Euro (EURUSD) on June 4th 2018. The data is sourced from Bloomberg, and consists of 1440 observations, one for each minute of the day. Associated with each observation is the mid price at the start of the minute, and the number of ”ticks” in the one-minute interval. A ”tick” corresponds to a change in the bid price, ask price, last trade price or volume. There is an average of 780.6 ticks in each interval, with a minimum of 422 and a maximum of 2564. The tick grid for the EURUSD exchange rate is in 0.0001 Euros. Figure 3.2 show the empirical distribution of price changes over these one minute-intervals, meaning a count of how often the difference in open prices between two consecutive minutes take given values. In around 40 per cent of the intervals there is a price change of one tick up or down. Price changes of
two ticks or more occur in around 20 percent of the intervals, with the maximum price change observed this day being 7 ticks.

Figure 3.3 shows the estimated autocorrelation function of price changes and squared price changes in the intraday EURUSD data. As expected there is little evidence of autocorrelation in the price changes, but significant evidence of autocorrelation in the squared price changes. The latter is a well-known symptom of the high-frequency clustering effect - large price changes tend to be clustered in time.

3.2 Model

3.2.1 The last look-quote

We assume a filtered probability space $(\Omega, \mathcal{F}, P, \mathbb{F})$ satisfying the usual conditions, a fixed time horizon $T < \infty$, and an adapted random process $(S_t)$ called the **price process**, taking values in the measurable space $(E, \mathcal{E})$, where $E \subseteq \mathbb{Z}$. The price process repre-
Figure 3.3: Autocorrelation of EURUSD price changes (left) and squared changes (right) over one-minute time intervals on June 4th 2018. Source: Bloomberg.

presents the “fair value” of the asset being quoted⁴. We shall assume throughout that \((S_t)\) has the martingale property - we take a closer look at what this assumption entails when we discuss our price process in the next section.

The last look quote is associated with a boundary \(B \in E\) such that the quote becomes invalid (“knocked out”) if the fair price ever crosses \(B\).

**Definition 1.** A quote with last look is represented by a triplet \((K, T, B) \in E \times \mathbb{R}_+ \times E\)

The quote is a **sell quote** if \(S_0 < K < B\).

The quote is a **buy quote** if \(B < K < S_0\).

We shall use the notation \((\tilde{K}, \tilde{T}, \tilde{B})\) for a sell quote and \((K, T, B)\) for a buy quote.

---

⁴Exactly what should be understood by the word “fair” depends on the particular context. In the stock market-example discussed earlier, one could take “fair value” to mean the net present value of expected future dividend payments discounted at the relevant risk-adjusted discount rate. In general, \((S_t)\) represents the current value of the asset, against which all quotes are compared. We assume that \((S_t)\) is common knowledge to all participants in the market.
For a given constant $B \in E$ and a stochastic process $(S_t)$, we let $T_B$ denote the first hitting time,

$$T_B := \inf\{t \geq 0 \mid S_t = B\}$$

Note that our notion of hitting time is the time when the process $(S_t)$ takes the value $B$. Many books on stochastic calculus use a similar notation to denote the first time the process is greater than or equal to $B$, a time we will here refer to as $T_B^+$:

$$T_B^+ := \begin{cases} 
\inf\{t \geq 0 \mid S_t \geq B\}, & \text{if } B > S_0 \\
\inf\{t \geq 0 \mid S_t \leq B\}, & \text{if } B < S_0 
\end{cases}$$

The two random times $T_B$ and $T_B^+$ are equal almost surely if the process $(S_t)$ has continuous paths. If the process has jumps, however, these two times can differ. The distinction between $T_B$ and $T_B^+$ is in fact crucial for many of the problems and arguments in this paper.

For a given a stochastic process $(S_t)$ and constant $B \in E$ we write the knockout time $T_\dagger$ as

$$T_\dagger(B) := \begin{cases} 
\inf\{t \geq 0 \mid S_t > B\}, & \text{if } B > S_0 \\
\inf\{t \geq 0 \mid S_t < B\}, & \text{if } B < S_0 
\end{cases}$$

We write the running maximum $(M_t)$ as

$$M_t := \sup_{u \in [0,t]} S_u$$

We write the running minimum $(m_t)$ as

$$m_t := \inf_{u \in [0,t]} S_u$$

We say that a quote is executed when, and if, the receiver of a quote decides to trade. A sell quote executed at time $\tau \in [0,T]$ gives payoff $(S_\tau - \bar{K})$ to receiver of the quote. Similarly, the supplier loses $-(S_\tau - \bar{K})$. Following classical assumptions on rationality of traders, it is natural to assume that the receiver executes the quote only if he does not lose relative to the fair value. So we write the payoff of the receiver as $(S_\tau - \bar{K})_+$, and of the supplier as $-(S_\tau - \bar{K})_+$. 
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Definition 2. The payoff associated to a quote executed at stopping time $\tau$ is denoted $\psi(S_\tau)$.

If the quote is a sell quote, we have $\psi_{sell} = (S_\tau - \bar{K})_+$

If the quote is a buy quote, we have $\psi_{buy} = (\bar{K} - S_\tau)_+$

For both buys and sells, $\psi$ is a non-negative convex function. This fact will be used repeatedly. Hereafter we introduce the last look feature in a quote.

Definition 3. The payoff to the receiver from a last look sell quote executed at stopping time $\tau$ is

$$I_{\{M_\tau \leq B\}} \psi_{sell}(S_\tau)$$

The payoff to the receiver from a last look buy quote executed at time $\tau$ is

$$I_{\{m_\tau \geq B\}} \psi_{buy}(S_\tau)$$

We note that the payoff functions from last look-quotes are the same as American barrier options; up-and-out calls in the case of sell quotes, down-and-out puts in the case of buy quotes.

Definition 4. We define the risk from supplying a last look-quote by

$$V_{sell}(\bar{K}, T; \bar{B}) = \sup_{\tau \in \mathcal{T}} \mathbb{E} \left[ I_{\{M_\tau \leq B\}} \psi_{sell}(S_\tau) \right]$$

$$V_{buy}(K, T; B) = \sup_{\tau \in \mathcal{T}} \mathbb{E} \left[ I_{\{m_\tau \geq B\}} \psi_{buy}(S_\tau) \right]$$

(3.1)

Where $\mathcal{T}$ is the set of all stopping times taking values in $[0, T]$ almost surely.

Any stopping time that attains the supremum in (3.1) is called an optimal stopping time. An optimal stopping time may not be unique. In such cases we will be particularly interested in the first optimal stopping time.\(^5\)

\(^5\)Let $\tau^* \in \mathcal{T}$ be an optimal stopping time. We say $\tau^*$ is the first optimal stopping time if, for any optimal stopping time $\sigma^* \in \mathcal{T}$, we have $P(\tau^* \leq \sigma^*) = 1$.  
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To keep the notation simple we shall mostly describe sell quotes in the remainder of this paper. Moreover, we shall omit the bar in $\bar{K}$ and $\bar{B}$, and simply refer to sell quotes as $(K, T)$ and $(K, T, B)$, keeping in mind that these quotes satisfy

$$S_0 < K < B$$

The problem we solve is thus to characterize the risk $V$ associated with last look quotes, and the optimal trading time $\tau^*$. Figure 3.4 illustrates.

Figure 3.4: Illustration of the problem

3.2.2 The price process

In this section we construct a price process that behaves in accordance with the stylized facts laid out in Section 3.1.2: a discrete-valued continuous-time process exhibiting changes that are clustered in time. We achieve this by starting out from a general integer-valued Levy process, which we then subject to a random time change. To achieve clustering we shall use the Cox-Ingersoll-Ross process as our time change. This process has become a standard model for this purpose, and has the additional benefit of producing a tractable final model. It is the mean-reverting property of the CIR process that introduce time-clustering of price changes. To our knowledge a similar effect has not been demonstrated using Levy subordinators, the main alternative approach in time-change methods.
Let \((N_t^+)\) and \((N_t^-)\) be two independent \(\mathbb{F}\)-adapted Poisson processes with intensities \(\lambda^+\) and \(\lambda^-\). Let \((u_n)_{n \in \mathbb{N}}\) and \((d_n)_{n \in \mathbb{N}}\) be two sequences of iid random variables taking values in \(\mathbb{N}\), with \((u_n), (d_n), (N_t^+)\) and \((N_t^-)\) all independent from each other. Let \((T_n, n = 1, 2, \ldots)\) be the arrival times for \((N_t^+)\) and \((N_t^-)\). We also require that \(u_n\) and \(d_n\) are \(\mathcal{F}_{T_n}\)-measurable for all \(n\), and assume that \(\mathbb{E}[u_1] < \infty\) and \(\mathbb{E}[d_1] < \infty\).

We define the **up** and **down** processes as

\[
U_t := \sum_{n=1}^{N_t^+} u_n \quad (3.2)
\]

\[
D_t := \sum_{n=1}^{N_t^-} d_n \quad (3.3)
\]

The representation of an integer-valued Levy process as a compound Poisson is completely general: The Levy-Ito decomposition makes it clear that any integer-valued Levy process can be written as a Poisson integral (Applebaum, 2009, Theorem 2.4.16), since the drift, the Brownian integral and the compensated Poisson integral are necessarily zero for the process to take on only integer values. Since any Poisson integral can be written as a compound Poisson process (Applebaum, 2009, Theorem 2.3.9), it can (by independence) also be written as a sum of an "up" and "down" process as we have done here.

We write the **integer-valued Levy process** \((L_t)\) as

\[
L_t := L_0 + U_t - D_t \quad (3.4)
\]

Barndorff-Nielsen et al. (2012) refer to this class of processes as "type P processes", and show how they relate to a subordinated simple Poisson process.

**Proposition 2.** The process \((L_t)\) is an \(\mathbb{F}\)-martingale if and only if

\[
\frac{\lambda^+}{\lambda^-} = \frac{\mathbb{E}[d_1]}{\mathbb{E}[u_1]}
\]

Throughout the paper we assume that the process \((L_t)\) is a martingale.

The characteristic function of \(L_t\) is given by
\[ \mathbb{E}[e^{it\gamma_L}] = \exp \{ t\gamma_L(u) \} \]

Where
\[ \gamma_L(u) = \lambda \sum_{j=\infty}^{\infty} (e^{iu} - 1) \mu(j) \]

and \( \mu \) is the Levy measure associated with \((L_t)\).

Let \((\theta, \eta, \sigma, y_0)\) be given constants, and let \((Y_t)\) be the integrated CIR process,
\[ dy_t = \theta(\eta - y_t)dt + \sigma \sqrt{y_t} dW_t \]
\[ Y_t := \int_0^t y_s ds \]

The process \(Y_t\) will be our random trading clock, as in Carr et al. (2003). The characteristic function for \(Y_t\) is given by
\[ \mathbb{E}[e^{iuY_t}] = \phi(u, t, y_0; \kappa, \eta, \lambda) \]
\[ = A(t, u) e^{B(t, u)y_0} \]

Where
\[ A(t, u) = \frac{\exp(\frac{\kappa^2}{2} \eta t)}{(\cosh(\frac{\kappa}{2}) + \frac{\kappa}{2} \sinh(\frac{\kappa}{2}u))^2} \]
\[ B(t, u) = \frac{2iu}{\kappa + \gamma \coth(\frac{\kappa}{2})} \]
\[ \gamma = \sqrt{\kappa^2 - 2\lambda^2 iu} \]

We construct the price process, the time-changed discrete Levy (TCDL) as
\[ S_t := L_{Y_t} \]

The process \((S_t)\) does in a manner inherit the martingale property from \((L_t)\), as \((S_t)\) has the martingale property with respect to the filtration generated by the time changed process and the time change (Tankov and Voltchkova, 2009, Lemma 15.2).

The characteristic function of the TCDL is given by (see Carr et al. (2003))
\[ \mathbb{E}[e^{iuS_t}] = \phi(-i\gamma_L(u), t, y_0, \theta, \eta, \sigma) \]
The TCDL process differs from the class of integer-valued Levy processes defined by Barndorff-Nielsen et al. (2012). They show how one can construct an integer-valued Levy process through subordination of a simple Poisson process, and show that the subordinated process always can be written as a compound Poisson. Subordination, which is also a form of time change-technique, ensures that the process remains within the class of Levy processes. Here, we start from a compound Poisson, which we then subject to a time-change through composition with the integrated CIR process, with the aim of generating volatility-clustering. The random time change also means that we go outside the Levy setting.

Figure 3.5 shows a sample path of the TCDL process, along with the time-change process \( (y_t) \). A simulation algorithm is provided in the appendix.

**Figure 3.5:** A realization of the time-changed discrete Levy (upper panel), and the corresponding rate of time-change (lower panel).
3.3 Solution to the optimal stopping-problem

Below we solve two special cases analytically. For the general case we resort to numerical solutions.

3.3.1 Time-changed Skellam Process

When the price process only moves in increments of $\pm 1$, it becomes a time-changed Skellam process.

**Proposition 3.** Assume the size of up- and downticks is constant one, $u_i = d_i = 1$ for all $i$. Then, the optimal stopping time $\tau^*$ is given by

$$\tau^* = T \land T_B$$

Proposition 3 nests the cases $T = \infty$ and $B = \infty$; in the former case $\tau^* = T_B$ while in the latter case $\tau^* = T$.

Proposition 3 says that when the underlying price follows a (time-changed) Skellam process, the receiver of a last look quote can expect to do no better than to wait until either the quote expires, or the price process hits the boundary $B$. The reason is the following: either the sample space realization is such that the quote is going to be killed by the last look-feature, in which case one cannot expect to do better than wait until the process $(S_t)$ hits the boundary $B$. Or, the quote is not going to be killed, in which case one cannot expect to do better than wait until the quote expires at time $T$. In either case, stopping before $T_B \land T$ gives a lower expected payoff than continuing. The key assumption for this argument to hold is, heuristically speaking, that the underlying process never "jumps past" the barrier ($P(M_{\tau^*} > B) = 0$), meaning that it is safe to wait until the exact moment when $S_t = B$. This condition is clearly satisfied when the process only jumps in size one.\(^6\) The formal proof is given in the appendix.

**Proposition 4** (Symmetry of buy and sell quotes). Let $(S_t)$ be a time-changed Skellam process. Suppose we have the sell and buy quotes $(\tilde{K}, T, \tilde{B})$ and $(K, T, B)$ satisfying

$$\tilde{K} = -K \quad \tilde{B} = -B$$

\(^6\)Recall that there is zero probability that a Poisson process makes two jumps at the same time
If the price process is symmetric and satisfies \( S_0 = 0 \), meaning that we have the equality of law
\[
S_t \overset{\text{law}}{=} -S_t \quad \text{all } t \geq 0
\]
Then,
\[
V_{\text{sell}}(\bar{K}, T, \bar{B}) = V_{\text{buy}}(\bar{K}, T, \bar{B})
\]

### 3.3.2 Optimal stopping with infinite horizon and no time change

If there is no time change and the last look-problem has an infinite time horizon, the free-boundary problem associated with optimal stopping becomes a system of linear equations, which can be solved easily. We provide a heuristic overview of the argument.

Specifically, let \( \sigma = 0 \) and \( y_0 = \eta \) (meaning there is no random time change). Also let \( T = \infty \), meaning that the quote never expires. Then, the process \( (S_t) \) is a compound Poisson process with infinitesimal generator
\[
\mathcal{A} f(y) = \lambda \sum_{x \in E} p(x)[f(x+y) - f(y)]
\]  \hspace{1cm} (3.6)

Where \( p(0) = 0 \) by convention.

Let \( V(x) \) be the value function associated with (3.1). Recall the free boundary problem associated with optimal stopping (Peskir and Shiryaev, 2006):

\[
\mathcal{A} V = 0 \quad \text{in the continuation region}
\]
\[
\mathcal{A} V = \psi \quad \text{in the stopping region}
\]

The problem is known as a free boundary problem because we need to simultaneously determine the stopping boundary and the value function \( V \). In our case, let \( q \in E \) denote the lower boundary of the stopping region, and define the chopped-off payoff function as
\[
\bar{\psi}(x) = \begin{cases} 
0 & \text{if } x > B \\
\psi(x) & \text{if } x \leq B
\end{cases}
\]

The free boundary-problem then becomes
\[
V(y) = \bar{\psi}(y) \quad \text{for } y \geq q \hspace{1cm} (3.7)
\]
\[
V(y) = \sum_{x \in E} p(x)V(x+y) \quad \text{for } y < q \hspace{1cm} (3.8)
\]
Since $\bar{\psi}(x) = 0$ for $x > B$ and $\lim_{x \to -\infty} V(x) = 0$, we can approximate the free boundary problem by a finite system of linear equations:

$$V = (1 - P)^{-1} \Psi$$

(3.9)

where $\Psi$ is a vector with $\Psi_n = \bar{\psi}(n)$ for $n \geq q$ and 0 otherwise.

For any $q \leq B$ the system (3.9) is fully determined and can be solved. Denote the corresponding value vector by $V_k, k = B, B - 1, \ldots$. We can identify the optimal $q^*$ by observing that $V_{q^*} \gg V_k$ for all $k$.

The general case differs from the special case considered here in two important respects. First, when the time horizon is not infinite, the value function $V$ becomes also a function of the time remaining $(T - t)$, which introduce a time derivate term in the system of equations (3.7) (Øksendal and Sulem, 2005). Second, when we apply a random time change, we also change the infinitesimal generator of $(S_t)$.

### 3.3.3 General case

We rely on numerical methods for the general case. As is usual for models based on random time change we do not have closed-form expressions for probability densities. Therefore it seems a standard backward induction scheme can not be used. However, there are several other possibilities that are still open.

First, one could try to find the infinitesimal generator of the time-changed compound Poisson and write down the free boundary-problem associated with the optimal stopping rule (Peskir and Shiryaev, 2006). One can then hope to solve this problem via numerical PDE methods. Although we think this possibility is a promising avenue for future research, we have not pursued it further here.

Second, one can exploit the fact that there is a one-to-one correspondence between the characteristic function and the probability density of a random variable. Since we know the characteristic function of the TCDL process one can use Fast Fourier Transform or Fourier-Cosine series to implement an efficient numerical solution (Fang and Oosterlee, 2009). This method has the advantage of being very fast, which would be a considerable advantage in practical use. For details on implementing Fourier transform methods we refer to Gong and Zhuang (2017), who use Fourier-Cosine series to price American options under a time-changed Levy process, and Ding et al. (2012) who applies the same...
method to Bermudan barrier options.

Third, we can simulate the TCDL process and use Monte Carlo-techniques. In the next section we provide implementation details the use of the Least Squares Monte Carlo algorithm to approximate the continuation value $c(x, t_n)$, as in Longstaff and Schwartz (2001). An algorithm for simulation of the TCDL process can be found in the appendix.

All three solution methods listed here require a discretization of the problem (3.1). In the next section we provide a general proof that the optimal stopping time for (3.1) can be approximated arbitrarily well by the solution to a discrete optimal stopping problem.

**Discretization scheme**

We shall reformulate the last look-problem into a Markovian structure by adding the graveyard state $\{\dagger\}$. Formally, let $E := \{x \in E : x \leq B\} \cup \{\dagger\}$ and extend the payoff function $\psi$ (see Definition 2) by setting $\psi(\dagger) = 0$. Define the extended price process by

$$\bar{S}_t = \begin{cases} S_t & \text{if } t < T_{\dagger} \\ \dagger & \text{if } t \geq T_{\dagger} \end{cases}$$

For any fixed integer $N$ let the time grid $\mathcal{G}_N$ be the set of $(1 + 2^N)$ equally spaced points defined by

$$\{0 = t_0 < t_1 < \ldots < t_{1+2^N} = T \mid t_n - t_{n-1} = c \text{ all } n \geq 1\}$$

Let $\mathcal{N}_N$ be the set of stopping times taking values in $\mathcal{G}_N$ almost surely.

Define the discrete stopping problem with an extended state-space,

$$\hat{V}_N = \sup_{\sigma \in \mathcal{N}_N} \mathbb{E} [\psi(\bar{S}_{\sigma})]$$

(3.10)

**Theorem 5.** Let $\tau^*$ be the first optimal stopping time of the last look-problem (3.1). Let $\sigma^*_N$ be the first optimal stopping time of the discrete problem (3.10). Then,

$$\sigma^*_N \xrightarrow{P} \tau^*$$

**Lemma 6.** $(\bar{S}_t)$ is a Markovian process.
Define the **Bellman equations** as

\[ v_N(x) := \psi(x) \]  
\[ c_n(x) := \sum_{y \in E} v_{n+1}(y) p(y \mid x), \]  
\[ v_n(x) := \max \{ \psi(x), c_n(x) \}, \quad n = 0, 1, \ldots, N - 1 \]  

We will refer to \( c_n \) as the **continuation value**, and note that it is a conditional expectation.

**Lemma 7.** The process

\[ Z_n := v_n(X_n), n = 0, 1, \ldots, N \]

is a supermartingale.

**Proposition 8.** Under the assumptions of this section the stopping time

\[ \sigma^* := T \wedge \inf \{ n \in \mathcal{G}_N \mid \psi(S_n) = v_n \} \]

is optimal for (3.10).

For any given grid \( \mathcal{G}_N \) one can using Proposition 8 to solve the discrete optimal stopping problem, if one can compute the continuation value \( c_n \),

\[ c_n(x) = \mathbb{E}[v_{n+1} \mid \bar{S}_n = x] \]

Unfortunately, for the class of processes considered here the probability densities \( p(x \mid y) \) are not known in closed form. This makes it challenging to compute conditional expectations.

The least squares Monte Carlo method of Longstaff and Schwartz (2001) approximates the conditional expectation via simulation. Specifically, the approximation is done by regressing future realized payoffs on polynomial functions of the price process. Since one can choose polynomials that forms a basis for the Hilbert space of square-integrable functions, one can under the right conditions approximate the conditional expectation arbitrarily well this way.

In Figure 3.6 we have plotted the optimal stopping boundary. Figure 3.7 shows the approximate stopping probabilities in the time interval \([0, T]\).
Figure 3.6: Execution boundary of the last look-problem
Figure 3.7: Stopping probabilities over time.
3.4 Last look under alternative price processes

3.4.1 Brownian motion

The Brownian motion is a standard building block in mathematical finance and is very common in practical applications. It is therefore of interest to study the last look-problem when the price process follows a Brownian motion. Hence, in this section we let \((S_t)\) be a Brownian motion with \(S_0 = x_0\).

The optimal stopping for the last look-problem (3.1) is given by \(\tau^* = T \wedge T_B\). The proof of this claim is exactly the same as the proof of Proposition 3. The critical property used in this proof is that there is zero probability of the price process "jumping past" the barrier, \(P(M_T \wedge T_B > B) = 0\), a property that the Brownian motion satisfies by virtue of its continuous paths.

For the Brownian motion we can also find an explicit formula for the expected value of the quote attained by following the optimal rule, \(E[\psi(S_{T \wedge T_B})]\). For this we need the density of the stopped process, \(S_{T \wedge T_B}\), which can be found through the reflection principle. For easy reference we state the reflection principle first. See Jeanblanc et al. (2009, Chapter 3) for a proof.

Proposition 9 (Reflection principle for Brownian motion). Let \(W_t\) be a standard Brownian motion. Let \(x\) and \(y\) be given real numbers satisfying \(y \geq 0\) and \(x \leq y\). Let \((M_t)\) be the running supremum of the \((W_t)\), meaning that \(M_t = \sup_{u \in [0,t]} W_u\). The following holds:

\[ P(W_t \leq x, M_t \geq y) = P(W_t \geq 2y - x) \]

Corollary 10. For a fixed \(t\), we have the equality of law

\[ M_t \overset{law}{=} |W_t| \]

Lemma 11. Let \((S_t)\) and \(T_B\) be as defined above, and let \(\phi(\cdot)\) be the standard normal density. The density \(f\) of the stopped process \(S_{T \wedge T_B}\) is given by

\[ f(u) = \phi \left( \frac{u - x_0}{\sigma \sqrt{T}} \right) - \phi \left( \frac{u + x_0 - 2B}{\sigma \sqrt{T}} \right) \]

It turns out that the expected value attained by following the optimal stopping rule can be expressed as a linear combination of quotes without the last look feature\(^7\)

\(^7\)This result has an analogy in option pricing theory - The value of a European barrier option can be decomposed into two vanilla European options. Here, the "option feature" of the quote is in practice European, since early exercise in never optimal.
Proposition 12. Let \((S_t)\) and \(T_B\) be as defined above, and let \(\mathbb{E}_r[f(S_t)]\) denote the expectation of \(f(S_t)\) when one changes the starting point of \((S_t)\) from \(x_0\) to \(r\). We have
\[
\sup_{\tau \in \mathcal{F}} \mathbb{E}_{x_0} \left[ I_{\{M_\tau \leq B\}} \psi(S_\tau) \right] = \mathbb{E}_{x_0} \left[ \psi(S_{T_B}) \right] - \mathbb{E}_{2B-x_0} \left[ \psi(S_t) \right]
\]
We can also compute the probability that the last look-feature is activated:

Proposition 13. Let \((S_t)\) and \(T_B\) be as defined above, and let \(\Phi(\cdot)\) be the standard normal CDF. Then,

i) The hitting time \(T_B\) has the scaled inverse chi-square distribution,
\[
T_B \overset{\text{law}}{=} \frac{(B - x_0)^2}{\sigma^2 Z^2}, \quad Z \sim \mathcal{N}(0,1)
\]

ii) The probability of the last look-feature coming into effect is given by
\[
P(T_B \leq T) = 2 - 2\Phi \left( \frac{B - x_0}{\sigma \sqrt{T}} \right)
\]

3.4.2 Skellam process

Proposition 3 stated that the optimal stopping time when the price process is a time-changed Skellam process is \(\tau^* = T \wedge T_B\). For the special case without a time-change we can find explicit formulas, which it turns out has a structure mirroring those found for the Brownian motion. Throughout this section we assume that \((S_t)\) is a martingale and a Skellam process (meaning the the intensity of up and down-jumps are the same). We start by characterising the probability mass function of the stopped process, by adapting the reflection principle.

Proposition 14. The probability mass function of the stopped process \(S_{T \wedge T_B}\) is given by
\[
P(S_{T \wedge T_B} = x) = \begin{cases} 
0 & \text{if } x > B \\
\mathbb{P}(N_T = B) & \text{if } x = B \\
\mathbb{P}(S_T = x) - \mathbb{P}(S_T = 2B - x) & \text{if } x < B
\end{cases}
\]

We can now compute the value of the last look-quote:

Proposition 15. Let \(I_k(x)\) be the modified Bessel function of the first kind. The value of (3.1) is given by
\[
\sup_{\tau \in \mathcal{F}} \mathbb{E} \left[ I_{\{M_\tau \leq B\}} \psi(S_\tau) \right] = e^{-\lambda T} \left( \sum_{x < B} \psi(x) \left[ I_{|x|} (\lambda T) - I_{|2B-x|} (\lambda T) \right] + \psi(B) \frac{(\lambda T)^B}{B!} \right)
\]
We can also compute the probability that the last look comes into effect, as for the case when the price follows a Brownian motion.

**Proposition 16.** The probability of the last look coming into effect, $P(T_B \leq T)$, is given by

$$P(T_B \leq T) = 1 - P(N_T \leq B - 1)$$

$$= 1 - e^{-\lambda T} \sum_{n=0}^{B-1} \frac{(\lambda T)^n}{n!}$$

### 3.5 Conclusions

In this paper we modelled the optimal stopping problem associated with last look-quotes, and showed how the mathematical structure of the problem is similar to that involved in pricing an American barrier option. Furthermore, we introduced the time-changed discrete Levy process in order to account for important stylized facts about high-frequency prices. The optimal stopping problem must in general be solved with numerical methods, and we provide a discretization scheme and a convergence result. Some special cases involving the time-changed discrete Levy are solved explicitly: when the price process only jumps in size 1 (the time-changed Skellam process), and when there is an infinite horizon and no time change. We also solve the optimal stopping problem for Brownian motions and ordinary Skellam processes, and provide formulas for quote value and stopping probabilities.

### 3.A Proofs

**Proof of Proposition 2.** Integrability follows from applying Wald’s equation:

$$E[|L_t|] = E[U_t] + E[D_t]$$

$$= (\lambda^+ E[u_1] + \lambda^- E[d_1])t < \infty$$

The process $(L_t)$ is $\mathbb{F}$-adapted because $(N_t^+), (N_t^-), (u_n)$ and $(d_n)$ are all assumed $\mathbb{F}$-adapted.
For the martingale property, observe that

\[
E[L_t \mid \mathcal{F}_j] = E[U_t - D_t \mid \mathcal{F}_j]
\]

\[
= U_j + (t - j)\lambda^+ E[u_1] - D_j - (t - j)\lambda^- E[d_1]
\]

\[
= S_j + (t - j)(\lambda^+ E[u_1] - \lambda^- E[d_1])
\]

We see that the martingale property holds if and only if

\[
\lambda^+ E[u_1] - \lambda^- E[d_1] = 0
\]

Which is equivalent to the stated claim.

\[\square\]

**Proposition 3.** We prove the case \(S_0 < B\) (the sell quote). Take any stopping time \(\tau \in \mathcal{T}\).

We shall first show that

\[
E[\psi(S_\tau) 1_{\{M_\tau \leq B\}}] \leq E[\psi(S_\tau^*) 1_{\{M_\tau^* \leq B\}}]
\]

Let \(A := \{\omega \in \Omega \mid M_{T \wedge T_B} \leq B\}\).

We have that

\[
\psi(S_\tau) 1_{\{M_\tau \leq B\}} = \underbrace{\psi(S_\tau) 1_{\{M_\tau \leq B\}} 1_{\{\tau < T \wedge T_B\}} 1_{\{A\}}}_{I} + \underbrace{\psi(S_\tau) 1_{\{M_\tau \leq B\}} 1_{\{\tau \geq T \wedge T_B\}} 1_{\{A\}}}_{II} + \underbrace{\psi(S_\tau) 1_{\{M_\tau \leq B\}} 1_{\{A^c\}}}_{III}
\]

We consider the terms I and II separately. We shall see that term III vanish in expectations, since \(A^c\) is a null set.

First consider term I. On the set \(\{\tau < T \wedge T_B\}\) we have \(\mathcal{F}_\tau \subseteq \mathcal{F}_{T \wedge T_B}\), and hence we can use Doob’s optional sampling theorem on the martingale \((S_t)\). Furthermore we apply Jensen’s inequality for conditional expectations, and write

\[
\psi(S_\tau) 1_{\{M_\tau \leq B\}} 1_{\{\tau < T \wedge T_B\}} 1_{\{A\}} = \psi(E[S_{T \wedge T_B} \mid \mathcal{F}_\tau]) 1_{\{M_\tau \leq B\}} 1_{\{\tau < T \wedge T_B\}} 1_{\{A\}}
\]

\[
\leq E[\psi(S_{T \wedge T_B}) \mid \mathcal{F}_\tau] 1_{\{M_\tau \leq B\}} 1_{\{\tau < T \wedge T_B\}} 1_{\{A\}}
\]

\[
= E[\psi(S_{T \wedge T_B}) \mid \mathcal{F}_\tau] 1_{\{M_{T \wedge T_B} \leq B\}} 1_{\{\tau < T \wedge T_B\}} 1_{\{A\}}
\]
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The last equality use that on the set \( \{ \tau < T \wedge T_B \} \cap A \) we have \( 1_{\{ M_\tau \leq B \}} = 1_{\{ M_{T \wedge T_B} \leq B \}} = 1. \)

The above inequality also show that it is never optimal to stop before \( T \wedge T_B \). Hence, if \( T \wedge T_B \) is indeed optimal, it must also be the first optimal stopping time.

Now consider term II. By the definition of \( T_B \) and since \( \psi \) is monotonically increasing we have \( \psi(S_{T_B} \land T_B) = \psi(B) > \psi(x) \) for all \( x < B \). The assumption \( \tau \in \mathcal{F} \) means that \( \tau \leq T \). Therefore on the set \( \{ \tau \geq T \wedge T_B \} \cap A \) it must be the case that \( T_B \leq T \).

Therefore, on the set \( \{ \tau \geq T \wedge T_B \} \cap A \) we have

\[
1_{\{ \tau \geq T \wedge T_B \}} 1_{\{ M_\tau \leq B \}} = 1_{\{ \tau \geq T \wedge T_B \}} 1_{\{ M_{T \wedge T_B} \leq B \}} = 1.
\]

The last line use that \( \mathcal{F}_{T \wedge T_B} \subseteq \mathcal{F}_\tau \) for \( \{ \omega \in \Omega \mid \tau \geq T \wedge T_B \} \), and thus \( S_{T_B \wedge T} \) is \( \mathcal{F}_\tau \)-measurable.

Combining our considerations for term I and term II, we get

\[
\psi(S_\tau) 1_{\{ M_\tau \leq B \}} \leq \psi(S_{T_B \wedge T_B}) 1_{\{ M_{T \wedge T_B} \leq B \}} 1_{\{ \tau \leq T \wedge T_B \}} 1_{\{ A \}} + \psi(S_\tau) 1_{\{ M_\tau \leq B \}} 1_{\{ A^c \}}
\]

We shall apply the expectation operator on the preceding inequality. Note that on \( \{ A \} \) we have \( 1_{\{ M_{T \wedge T_B} \}} = 1 \). Moreover since \( P(A) = 1 \) by assumption we have \( P(A^c) = 0 \) and hence \( E[Y 1_{\{ A^c \}}] = 0 \) for any random variable \( Y \) by the properties of the Lebesgue
integral. Therefore, by the Tower property of conditional expectations,

\[
\mathbb{E}\left[\psi(S_\tau)1_{\{M_\tau \leq B\}}\right] \leq \mathbb{E}\left[\mathbb{E}\left[\psi(S_{T\wedge T_B}) \mid \mathcal{F}_\tau\right]1_{\{M_{T\wedge T_B} \leq B\}}1_A\right]
\]

\[
= \mathbb{E}\left[\mathbb{E}\left[\psi(S_{T\wedge T_B}) \mid \mathcal{F}_\tau\right]\right]
\]

\[
= \mathbb{E}\left[\psi(S_{T\wedge T_B})\right]
\]

\[
= \mathbb{E}\left[\psi(S_{T\wedge T_B})1_{\{M_{T\wedge T_B} \leq B\}}\right]
\]

Since \(T \wedge T_B \in \mathcal{T}\) and \(\tau\) was arbitrary, we have proved that \(T \wedge T_B\) is the first optimal stopping time. The case \(S_0 > B\) (the buy quote) follows the same steps. \(\Box\)

**Proposition 4.** Take as given the last look-quotes \((\bar{K}, T, \bar{B})\) and \((K, T, B)\). First note that, for any \(t \in [0, T]\), we have

\[
P(S_t > \bar{B}) = P(S_t > -B)
\]

\[
= P(-S_t < B)
\]

\[
= P(S_t < B)
\]

Which implies that

\[
T_{\dag}(\bar{B}) := \inf\{t \geq 0 \mid S_t > \bar{B}\}
\]

\[
\overset{\text{law}}{=} \inf\{t \geq 0 \mid S_t < B\}
\]

\[
=: T_{\dag}(B)
\]

Also note that for any \(\tau \in \mathcal{T}\),

\[
\{M_\tau \leq \bar{B}\} = \{\tau < T_{\dag}(\bar{B})\}
\]

and

\[
\{m_\tau \geq B\} = \{\tau < T_{\dag}(B)\}
\]

Therefore we have that

\[
P(M_\tau \leq \bar{B}) = P(\tau < T_{\dag}(\bar{B}))
\]

\[
= P(\tau < T_{\dag}(B))
\]

\[
= P(m_\tau \geq B)
\]
Using the above we get that

\[ E \left[ \psi_{\text{sell}}(S_\tau)1_{\{M_\tau \leq \bar{B}\}} \right] = E[\max(0, S_\tau - \bar{K}) \mid \tau < T_1(\bar{B})] P(\tau < T_1(\bar{B})) \]

\[ = E[\max(0, (K - S_\tau)) \mid \tau < T_1(\bar{B})] P(\tau < T_1(\bar{B})) \]

\[ = E[\psi_{\text{buy}}(S_\tau)1_{\{m_\tau \geq \bar{B}\}}] \]

By assumption we have that

\[ S_{T_\bar{B}} = \bar{B} = -\bar{B} = -S_{T_\bar{B}} \]

and since \( S_t \) is symmetric we have \( T_\bar{B} \overset{\text{law}}{=} T_\bar{B} \). This means that

\[ P(S_{T \wedge T_\bar{B}} \leq x) = P(S_{T} \leq x \mid T < T_\bar{B}) + P(S_{T_\bar{B}} \leq x \mid T \geq T_\bar{B}) \]

\[ = P(-S_{T} \leq x \mid T < T_\bar{B}) + P(S_{T_\bar{B}} \leq x \mid T \geq T_\bar{B}) \]

\[ = P(-S_{T \wedge T_\bar{B}} \leq x) \]

Showing that the we have symmetry of distribution also for the random variables \((S_{T \wedge T_\bar{B}}, S_{T \wedge T_\bar{B}})\).

Using that \( T_\wedge T_\bar{B} \) is optimal (Proposition 3), we have that

\[ V_{\text{sell}}(\bar{K}, T, \bar{B}) = \sup_\tau E \left[ \psi_{\text{sell}}(S_\tau)1_{\{M_\tau \leq \bar{B}\}} \right] \]

\[ = \sup_\tau E[\psi_{\text{buy}}(S_\tau)1_{\{m_\tau \geq \bar{B}\}}] \]

\[ = V_{\text{buy}}(K, T, \bar{B}) \]

And the proof is complete. \( \Box \)

\textit{Proof of Theorem 5.} Take as given \( \delta > 0 \) and \( \varepsilon > 0 \). We shall prove that there exists an \( N \in \mathbb{N} \) such that

\[ P(|\tau^* - \sigma^*_N| > \varepsilon) < \delta \]

Let \( \mathcal{J} \) be the set of jump times of \( \tilde{S}_t \), meaning the set of random variables

\[ \mathcal{J} := \{ j : \Omega \to \mathbb{R}_+ : |\tilde{S}_j - \tilde{S}_{j-}| > 0 \} \]

Define the constant \( u \) as

\[ u := \sup \left\{ t \in \mathbb{R}_+ \mid P(\mathcal{J} \cap (\tau^* + t) \neq \emptyset) < \delta \right\} \]
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Note that for all $t \leq u$,
\[ P(\bar{S}_{\tau^*} \neq \bar{S}_{\tau^*+t}) < \delta \]

Let $N \in \mathbb{N}$ be such that
\[ 2^{-N} < \min\{u, \varepsilon\} \]

Now define the random variable $n^*$ as the first grid point coming after the optimal stopping time $\tau^*$,
\[ n^* = \min\{n \in \mathcal{G}_N \mid n > \tau^*\} \]

It is clear that $n^* \in \mathcal{M}_N$. Moreover, the time grid is constructed so that
\[ \tau^* < n^* < \tau^* + u \]

Next we show that $n^*$ is an optimal stopping time for the discrete problem. Define the set $A$ as the region of the sample space where there are no jumps in $(\tau^*, \tau^* + u)$,
\[ A := \{ \omega \in \Omega \mid J \cap (\tau^*, \tau^* + u) = \emptyset \} \]

Observe that
\[ 1_A \mathbb{E}[\psi(\bar{S}_{n^*})] = 1_A \mathbb{E}[\psi(\bar{S}_{\tau^*})] \]
\[ = 1_A \left( \sup_{\tau \in \mathcal{F}} \mathbb{E}[\psi(\bar{S}_{\tau})] \right) \]
\[ \geq 1_A \left( \sup_{\sigma \in \mathcal{M}_N} \mathbb{E}[\psi(\bar{S}_\sigma)] \right) \]

Where the last inequality follows from observing that $\mathcal{M}_N \subseteq \mathcal{F}$. This shows that on the set $A$, $\sigma^*_N = n^*$. Therefore,
\[ P(\sigma^*_N \neq n^*) \leq P(A^c) < \delta \]

Since $\tau^* - n^* < \varepsilon$ it follows that
\[ P(|\tau^* - \sigma^*_N| > \varepsilon) < \delta \]

Which concludes the proof.

\textbf{Lemma 6.} We shall prove that for all $0 \leq s \leq t$ and any bounded Borel-measurable function $f : E \to \mathbb{R}$, we have
\[ \mathbb{E}[f(\bar{S}_s) \mid \mathcal{F}_u] = \mathbb{E}[f(\bar{S}_t) \mid \bar{S}_u] \]
Lemma 7. We have

\[ \mathbb{E}[Z_{n+1} \mid \mathcal{F}_n] = \mathbb{E}[Z_{n+1} \mid X_n] = \mathbb{E}[v_{n+1}(X_{n+1}) \mid X_n] \leq v_n(X_n) = Z_n \]

Which proves the claim. \( \square \)
Proposition 8. Let the process \((Z_n)\) be as defined in Lemma 7. From that result and from the optional stopping-theorem for supermartingales, we have that, for any stopping time \(\sigma \in \mathcal{M}\),

\[ \mathbb{E}[Z_\sigma] \leq \mathbb{E}[Z_0] = v_0(x) \]

We use this and the definition of \(v_n\) to conclude that for any \(n\) and any stopping time \(\sigma \in \mathcal{M}\),

\[ v_0(x) \geq \mathbb{E}[Z_\sigma] \geq \mathbb{E}[\psi(X_\sigma)] \]

We shall show that inequality holds with equality for \(\sigma^*\), which then proves our claim.

For this purpose we consider, for \(n = 0, 1, \ldots, N - 1\), the stopping time \(\sigma^* \wedge (n + 1)\) and the stopped process \(Z_{\sigma^* \wedge (n + 1)}\). Note that the random variables \(\mathbf{1}_{\{\sigma^* \leq n\}}\) and \(\mathbf{1}_{\{\sigma^* > n\}}\) are both \(\mathcal{F}_n\)-measurable. We can therefore write

\[
\mathbb{E}[Z_{\sigma^* \wedge (n + 1)} | X_n] = \mathbb{E}[\mathbf{1}_{\{\sigma^* \leq n\}}Z_{\sigma^*} + \mathbf{1}_{\{\sigma^* > n\}}Z_{\sigma^*} | X_n]
\]

\[
= \mathbf{1}_{\{\sigma^* \leq n\}}Z_{\sigma^*} + \mathbb{E}[\mathbf{1}_{\{\sigma^* > n\}}Z_{\sigma^*} | X_n]
\]

\[
= \mathbf{1}_{\{\sigma^* \leq n\}}Z_{\sigma^*} + \mathbb{E}[\mathbf{1}_{\{\sigma^* > n\}}V_n | X_n]
\]

\[
= \mathbf{1}_{\{\sigma^* \leq n\}}Z_{\sigma^*} + \mathbf{1}_{\{\sigma^* > n\}}V_n
\]

\[
= Z_{\sigma^* \wedge n}
\]

Therefore,

\[ v_0(X_0) = \mathbb{E}[Z_0] = \mathbb{E}[Z_{\sigma^* \wedge 0}] \mathbb{E}[Z_{\sigma^* \wedge 1}] = \ldots = \mathbb{E}[Z_{\sigma^* \wedge N}] = \mathbb{E}[Z_{\sigma^*}] \]

\[ = \mathbb{E}[v_{\sigma^*}(X_{\sigma^*})] \]

\[ = \mathbb{E}[\psi(X_{\sigma^*})] \]

Which concludes the proof. \(\square\)

Proof of Lemma 11. The proof is a consequence of the reflection principle for the Brownian motion. Let \((W_t)\) be the standard Brownian motion, and let here \((Y_t)\) be the running supremum

\[(Y_t) := (\sup_{u \leq t} W_t, t \geq 0)\]
Take first the joint probability law of the terminal value $W_T$ of the Brownian motion and the running supremum over $[0, T]$:

\[
P(W_T \leq x, Y_T \leq y) = P(W_T \leq x) - P(W_T \leq x, Y_T \geq y)
\]

\[
= \Phi \left( \frac{x}{\sqrt{T}} \right) - P(W_T \leq x, Y_T \geq y)
\]

\[
= \Phi \left( \frac{x}{\sqrt{T}} \right) - P(W_T \leq x - 2y)
\]

\[
= \Phi \left( \frac{x}{\sqrt{T}} \right) - \Phi \left( \frac{x - 2y}{\sqrt{T}} \right)
\]

Where the first line use the law of total probability and the second-to-last line use the reflection principle. Set $\hat{x} = \frac{x - x_0}{\sigma}$ and $\hat{y} = \frac{y - x_0}{\sigma}$, and note that by the properties of the Brownian motion and the Normal distribution we have

\[
P(S_T \leq x) = P(W_T \leq \hat{x}) \quad \text{and} \quad P \left( \sup_{t \leq T} S_t > y \right) = P \left( \sup_{t \leq T} W_t > \hat{y} \right)
\]

Hence, if we let $F(x, y)$ denote the joint distribution of $(S_T, \sup_{t \leq T} S_T)$, we get

\[
F(x, y) := P(S_T \leq x, \sup_{t \leq T} S_T \leq y)
\]

\[
= P(W_T \leq \hat{x}, Y_T \leq \hat{y})
\]

\[
= \Phi \left( \frac{x - x_0}{\sigma \sqrt{T}} \right) - \Phi \left( \frac{x + x_0 - 2y}{\sigma \sqrt{T}} \right)
\]

Or, equivalently in terms of the joint density function,

\[
f(u, y) = \phi \left( \frac{u - x_0}{\sigma \sqrt{T}} \right) - \phi \left( \frac{u + x_0 - 2y}{\sigma \sqrt{T}} \right)
\]

The lemma now follows from setting $y = B$. \hfill \Box

**Proof of Proposition 12.** From the proof of Proposition 3 we know the optimal stopping time to be $\tau^* = T_B \wedge T$, so we must evaluate $\mathbb{E}_{x_0} [\psi(S_{T_B \wedge T})]$. This is straightforward when we use the density of the stopped process from Lemma 11:

\[
\mathbb{E}_{x_0} [\psi(S_{T_B \wedge T})] = \int_{\mathbb{R}} \psi(u) \phi \left( \frac{u - x_0}{\sigma \sqrt{T}} \right) du - \int_{\mathbb{R}} \psi(u) \phi \left( \frac{u + x_0 - 2B}{\sigma \sqrt{T}} \right) du
\]

The first integral is the expectation of $\psi(S_T)$ when the process $(S_t)$ starts in $x_0$. The second integral can also been seen as the expectation of $\psi(S_T)$, but now the starting point of the process $(S_t)$ has been shifted to $2B - x$. \hfill \Box
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Proof of Proposition 13. We first prove i) for the sell quote, meaning that \( B > S_0 \). We have

\[
M_T := \sup_{t \in [0,T]} S_t = \sup_{t \in [0,T]} \frac{W_T - x_0}{\sigma} =: Y_T
\]

Define

\[
y := \frac{B - x_0}{\sigma}
\]

We apply the following corollary to the reflection principle for the Brownian motion:

\[
P(M_T \leq B) = P(|W_T| \leq B)
\]

Hence, we have

\[
P(T_B \leq T) = P(B \leq M_T) = P(y \leq Y_T) = P(y \leq |W_T|) = P(y \leq |Z|\sqrt{T}) = P\left(\frac{y}{Z^2} \leq T\right)
\]

Which implies that the hitting time \( T_B \) has the scaled inverse chi-square law,

\[
T_B \overset{law}{=} \frac{(B - x_0)^2}{\sigma^2 Z^2}
\]

To prove ii), we could use the CDF of the scaled inverse chi-square distribution, properties of the incomplete gamma function and its relation to the normal CDF. However, the claim can also be derived using only the reflection principle and the symmetry of the normal distribution:
\[ P(T_B \leq T) = P(M_T > B) \]
\[ = P(Y_T > y) \]
\[ = 1 - P(Y_T \leq y) \]
\[ = 1 - (P(W_T \leq y) - P(W_T \geq -y)) \]
\[ = 1 - P(W_T \leq y) + 1 - P(W_T \geq -y) \]
\[ = 2 - P(W_T \leq y) - P(-W_T \leq y) \]
\[ = 2 - P(W_T \leq y) - P(W_T \leq y) \]
\[ = 2 - 2\Phi \left( \frac{y}{\sqrt{T}} \right) \]
\[ = 2 - 2\Phi \left( \frac{B - x_0}{\sigma \sqrt{T}} \right) \]

This completes the proof. \(\square\)

**Proof of Proposition 14.** The case \(x > B\) follows from noting that \(P(M_{T_B} > B) = 0\). Therefore \(P(S_{T \wedge T_B} > B) = 0\).

For the case \(x < B\) we first note that
\[ P(S_{T \wedge T_B} = x) = P(S_T = x, M_T < B) \]
\[ = P(S_T = x) - P(S_T = x, M_T \geq B) \]

Where the second equality follows from the law of total probability.

We shall derive an adaptation of the reflection principle to the Skellam process in order to turn the expression \(P(S_T = x, M_T \geq B)\) into one not involving \(M_T\).

Since \(P(M_{T_B} > B) = 0\) we can conclude that \(S_{T_B} = B\) almost surely. Recall that the Skellam process is a Levy process. Moreover, the standing assumption that \((S_t)\) is a martingale implies that \(\lambda^+ = \lambda^-\) and hence that the process is symmetric, meaning that for any \(t\),
\[ S_t \overset{\text{law}}{=} -S_t \]
Using these properties we deduce that

\[
P(S_T = x, M_T \geq B) = P(S_T = x, T_B \leq T)
\]

\[
= P(S_T = x \mid T_B \leq T)P(T_B \leq T)
\]

\[
= P(S_T - S_{T_B} = x - B \mid T_B \leq T)P(T_B \leq T)
\]

\[
= P(S_T - S_{T_B} = x - B \mid T_B \leq T)P(T_B \leq T)
\]

\[
= P(S_T - S_{T_B} = x - B \mid T_B \leq T)P(T_B \leq T)
\]

\[
= P(S_T - S_{T_B} = x - B \mid T_B \leq T)P(T_B \leq T)
\]

\[
= P(S_T = 2B - x \mid T_B \leq T)P(T_B \leq T)
\]

\[
= P(S_T = 2B - x, M_T \geq B)
\]

\[
= P(S_T = 2B - x)
\]

The last equality use that since \( x < B \) we have \( 2B - x > B \), and thus on the set \( \{S_t > 2B - x\} \) we have \( M_t > B \) almost surely. Hence, we have

\[
P(S_T \wedge T_B = x) = P(S_T = x) - P(S_T = 2B - x)
\]

For the case \( x = B \) we first note that

\[
P(S_T \wedge T_B = x) = P(M_T = B)
\]

We shall now use another adaptation of the reflection principle to prove that

\[
M_t \overset{\text{law}}{=} N_t, \text{ any } t \geq 0
\]
Following the same steps as in the previous case, we have that

\[
P(M_T \leq B) = P(S_T \leq B, M_T \leq B)
\]
\[
= P(S_T \leq B) - P(S_T \leq B, M_T > B)
\]
\[
= P(S_T \leq B) - P(S_T \leq B \mid T_B < T)P(T_B < T)
\]
\[
= \ldots
\]
\[
= P(S_T \leq B) - P(S_T \geq 2B - x, M_T > B)
\]
\[
= P(S_T \leq B) - P(S_T \geq 2B - x)
\]
\[
= P(S_T \leq B) - P(S_T \geq 2B - B)
\]
\[
= P(S_T \leq B) - P(S_T \geq B)
\]
\[
= P(S_T \leq B) - P(-S_T \geq B)
\]
\[
= P(S_T \leq B) - P(S_T \leq -B)
\]
\[
= P(|S_T| \leq B)
\]
\[
= P(|U_T + D_T| \leq B)
\]
\[
= P(N_T \leq B)
\]

Equality of laws implies that \(P(M_T = B) = P(N_T = B)\). \(\square\)

**Proof of Proposition 15.** We know from Proposition 3 that the optimal stopping time is \(T \wedge T_B\). Hence, we get

\[
\sup_{\tau \in \mathcal{F}} \mathbb{E} \left[ 1_{\{M_{\tau} \leq B\}} \psi(S_{\tau}) \right] = \mathbb{E} \left[ \psi(S_{T \wedge T_B}) \right]
\]
\[
= \sum_{x \in \mathbb{Z}} \psi(x)P(S_{T \wedge T_B} = x)
\]

The claim now follows from applying the density of the stopped process (Lemma 14). \(\square\)
Proof of Proposition 16. We have

\[
P(T_B \leq T) = P(M_T \geq B)
\]

\[
= 1 - P(M_T \leq B - 1)
\]

\[
= 1 - P(N_T \leq B - 1)
\]

\[
= 1 - e^{-\lambda T} \sum_{n=0}^{B-1} \frac{(\lambda T)^n}{n!}
\]

And the proof is complete. \qed

3.B Algorithms

We here provide an algorithm for simulation the TCDL process, and for the numerical solution of the last look-optimal stopping problem.

A couple of things should be noted regarding the simulation of the TCDL process. First, we use an Euler-Maruyama scheme to discretize the CIR SDE. There is a general issue with how to avoid negative values in the square-root term of the discretized SDE. We use what is known as "full truncation", which means that we disregard realizations with negative values (see for example Andersen (2007) for more details). Next we simulate the jump times of the time-changed Levy process. To this end we observe that the time changed Poisson processes driving \((S_t)\) are in fact Cox processes, with intensities proportional to the time-change \((Y_t)\) (Borovkova and Schmeck, 2017). Given realizations of \((Y_t)\), we can therefore sample the jump times of the price process by sampling Cox processes with intensities proportional to \((Y_t)\). This can be done via thinning a dominating Poisson process (Burnecki et al., 2004). Finally, we simulate the jump sizes \((u_i)\) and \((d_i)\) corresponding to the jump times, which gives us the paths of the process \(S_t\).

**Simulation algorithm for the TCDL process:**

Output: Price paths of the TCDL process.

1. For each discrete time step, compute increments of CIR process. Recompute any negative increments until no negative increments remain.
2. For each path of the resulting CIR process, draw jump times of the dominating Poisson process.

3. Thin the dominating Poisson process using the criterion in Burnecki et al. (2004), with intensities equal to the state of the CIR process.

4. Assign the jumps of the thinned process as either up or down, using thinning and the relative intensities of the up and down processes.

5. Draw jump sizes from the specified distributions.

6. Compute the TCDL path as the cumulative sum of jump sizes occurring at the simulated jump times.

The Least Squares Monte Carlo Algorithm was introduced by Longstaff and Schwartz (2001), and a body of later literature exists that extends the original algorithm and studies its properties. We shall therefore not go into these details here, but for the sake of completeness we outline the form of the algorithm that we employ.

**The Least Squares Monte Carlo Algorithm:**

*Input:* simulated paths of the TCDL process, and a payoff function  
*Output:* expected value of American barrier option on TCDL process

1. For all price paths that cross the barrier, set the extended price process to zero at and after the knockout time. Use extended price process for rest of algorithm.

2. At the final time point, compute payoff from stopping, set STOP = 1 for paths where payoff is positive, and set CASHFLOW = stopping payoff.

3. Move backwards to next time point, and
   - Compute payoff from stopping.
   - For paths where payoff is positive, compute expected continuation value by regressing CASHFLOW next period on polynomial powers of current state of TCDL process.
- set STOP = 1 for paths where payoff from stopping is larger than expected continuation value.
- set CASHFLOW to continuation value where STOP = 0, to stopping payoff where STOP = 1.

4. Move backwards to next time point, and repeat until first time point is reached.

5. Compute expected value as average CASHFLOW at the first time point where STOP = 1.
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Abstract

We provide novel evidence on how a major FX dealer bank adjusts its inventory before particularly large customer orders are executed. This is to our knowledge the first time such evidence is presented. We also study pre-trade price dynamics, and show that the observed price patterns differ significantly before large customer trades than at other times, in a manner consistent with pre-trade inventory adjustments. We frame pre-trade inventory adjustments in the context of a simple model, showing how such adjustments follow naturally from profit-maximizing behavior of dealers. Our empirical results indicates that pre-trade price impact is a significant source of indirect trading costs for large dealer-intermediated trades in OTC markets.
4.1 Introduction

We examine how a global foreign exchange liquidity provider adjusts its inventory immediately before certain large customer orders are booked. Such trading behaviour by liquidity providers is sometimes labelled “frontrunning” or ”pre-hedging”. Anticipatory trading strategies are forbidden in many jurisdictions and marketplaces.\footnote{For example, in 2018 a US court sentenced the former head of FX cash trading at HSBC to two years in prison for his involvement in the frontrunning of a large currency order placed by an oil company - see e.g. Ex-HSBC FX Trader Sentenced to 2 Years, Sent Directly to Prison, Bloomberg Markets, April 26th 2018.} FX markets are however subject to much less regulation and oversight than many other asset markets, which makes them an ideal setting for a study of anticipatory trading strategies. We use a unique data set from a global foreign exchange dealer bank, and we are able to provide direct evidence on the existence and extent of anticipatory trading practices. This is to our knowledge the first time such evidence is presented. We also provide a novel method to validate the time stamps of financial trade data.

Our analysis consists of two main parts. First, we examine the dealer bank’s inventory adjustment in the time period surrounding trades that are especially susceptible to frontrunning. These are particularly large trades performed in a manner involving direct interaction between dealer and customer. We find that, for such trades, there is a strongly significant pre-trade inventory adjustment, up to 30 minutes before the trade time. We do not find this kind of adjustment for ordinary, non-susceptible trades.

Second, we examine price dynamics before susceptible trades. We find that price dynamics differ significantly before susceptible trades than before other trades. These extraordinary price dynamics are consistent with a price impact stemming from the bank’s observed inventory adjustments.

We illustrate the simple economic intuition of anticipatory trading in a small model. The model shows how profit maximization by the bank leads to anticipatory inventory adjustments and corresponding pattern in pre-trade price dynamics.

Figure 4.1 shows our main result on anticipatory inventory adjustment. The figure shows the mean accumulated inventory change of the bank in the 30 minutes before and after the booking times of trades that are particularly susceptible to frontrunning. The ”susceptible trades” in this figure, and throughout our study, are trades with a size larger than
25 million EUR (approximately 30 million USD)\(^2\) that are done either directly between the bank and the customer (e.g. phone, chat, email, fax) or on the bank’s proprietary single bank trading platform (SBP). These are the trades that most likely present an opportunity and the incentive to engage in anticipatory trading, something that we discuss in more detail below. The red bars of the figure show how the bank’s inventory adjusts before the susceptible trade is booked - in the 30 minutes before the bank books a large sale to (purchase from) a customer, we on average see the bank buying (selling) around 12 million EUR. We do not find evidence of a similar pattern for ordinary non-susceptible trades. A statistical analysis of this pattern is performed in Section 4.5.

The rest of this paper is organized as follows. In the remainder of this section we describe and discuss anticipatory trading strategies in more detail, and place the current paper in the context of existing literature. In Section 4.2 we convey the economic intuition of these trading practices, and why they are forbidden in many markets, through a simple sequential trading model. We then describe our unique data set (1.3), our empirical method (4.4) and our results (4.5). The Appendix contains descriptive statistics.

### 4.1.1 Anticipatory trading

We define anticipatory trading as any trading strategy that relies on certain or uncertain knowledge about other participant’s future trading.

It is important to note that this definition does not necessarily entail a manipulative or otherwise illegal trading practice; if for example one market participant is able to infer from publicly available market data that another participant is in the middle of executing a large parent order via trade splitting, it would be rational but not illegal for the detecting participant to engage in anticipatory trading (see Van Kervel and Menkveld (2017) for an example).

Anticipatory trading by a dealer would however typically be considered illegal if it involves the use of privileged client information about a future trade to engage in trading.

\(^2\)Market practitioners have indicated that sizes of 25m and above are considered as large trades requiring the use of targeted risk management activities as for example the manual intervention by dealers. While we use 25m for our analysis, our results are robust with other potentially relevant thresholds too, as shown in Tables ?? and ?? in the Appendix.
Figure 4.1: The figure shows accumulated inventory change from 30 minutes before a susceptible trade is booked to 30 minutes after. Inventory change is computed as the cumulative sum of signed traded quantity, excluding all susceptible trades. To reconcile buys and sells in the same plot, we sign trades as follows: when the susceptible trade is a buy, all other sell trades are signed negative and other buy trades are signed positive. When the susceptible trade is a sell, all other sell trades are signed positive and other buy trades are signed negative.

intended to benefit the dealer. For example, traders at HSBC were found guilty of fraud in a US court after using the knowledge about an upcoming large customer order to engage in self-serving trading at the expense of their client.\footnote{Former Global Head of HSBC’s Foreign Exchange Cash-Trading Found Guilty of Orchestrating Multimillion-Dollar Front-Running Scheme, US Department of Justice, October 23rd 2017.} Before conducting the large customer order, traders at HSBC took up a proprietary position that benefited from the price impact of the customer trade. This benefit came at the expense of the customer, an oil company, as it got a worse price on its trade than what it would have gotten if HSBC
had refrained from frontrunning.

We can not in any certain manner discern between legal and illegal anticipatory trading using our data. As such, we do not make any claims as to the legality of trading patterns uncovered in our analysis. The trading patterns we document can very well be caused by a rational and presumably legal positioning by the bank in anticipation of predictable events, not involving any misuse of confidential customer information. Nor is there always a clear line separating nefarious trading strategies from the ordinary ones; it is for example common for traders to exchange gossip and rumours about what is going on in the market, and trading in order to position one’s inventory based on such rumours may or may not be illegal, depending on the specific circumstances. The distinction between legal and illegal forms of anticipatory trading in the context of US legislation is explored in e.g. Scopino (2014) and Markham (1988).

Anticipatory trading is not a risk-free trading strategy, whether it is based on certain or uncertain knowledge about the future actions of customers or other participants. These trading strategies are based on taking up a position in order to benefit from the price impact of an future trade, but price impact can often be several orders of magnitude lower than price volatility, meaning that any profit generated by an anticipatory strategy can easily be wiped out by non-related movements in the market price.

In our analysis, we focus on anticipatory trading around certain trades, termed ”susceptible trades”. These are trades of at least 25 million EUR that takes place either via direct bilateral communication with the customer (e.g. chat, phone, fax or email) on through the bank’s single bank platform (SBP). We choose to focus on large trades because the incentive for engaging in anticipatory trading is much stronger than before smaller trades; the total price impact generated by a trade is increasing in the size of the trade, and the expected profit generated by anticipatory trading comes from this price impact. Our results are robust to choosing other thresholds than 25 million EUR. We focus on direct and SBP trades because we believe the dealer has more opportunity to frontrun these trades: An order that is negotiated over phone clearly provides more opportunity for frontrunning, as does an order that is placed well in advance via email. Since large orders placed on the SBP triggers human interaction and bilateral negotiation, we deem also these trades to be susceptible to frontrunning.

Although there is a large existing literature on frontrunning by intermediaries, there is little in the way of direct evidence. Early literature focused on the behaviour of so-called

The theoretical literature on frontrunning have focused on welfare implications. Danthine and Moresi (1998) studies frontrunning in an extension of the model from Kyle (1985), and concludes that frontrunning has either no or positive consequences for welfare. Bernhardt and Taub (2008) shows how frontrunning can introduce serial correlation in order flow. Sannikov and Skrzypacz (2014) develops an equilibrium trading model where liquidity providers engage in frontrunning of large investors, and finds that this in general is welfare improving.

Harris (2003) points out that when dealers are informed about the common trading intentions of their clients they may enter into profitable strategies by trading ahead of client orders or by moving prices against the anticipated trade. The ability of dealers to anticipate orders is dependent on market structure and more common in markets where dealers operate under a dual role Röell (1990); Fishman and Longstaff (1992). Firstly, in their capacity as market makers, dealers will receive a fee to intermediate trades between end-customers and secondly they may trade on their own account. Through the intermediation of client trading dealers are better positioned to infer the future direction of a client order. This in turn creates an incentive for them to free-ride on order flow information (Pagano and Röell, 1992). Because trading is viewed as a zero sum game, the trading costs of market participants will be the trading gains of dealers. Order anticipation raises transaction costs for market participants (Friederich and Payne, 2014) for two reasons. Firstly when a dealer buys (sells) in anticipation of a client order in the same direction, he will move prices upwards (downwards) causing prices to overshoot. Secondly, this trading activity by the dealer withdraws liquidity from the market when particular market participants need it the most.
Understanding why these issues are relevant for our study requires some perspective of how OTC markets operate. On most exchanges (like the one for equities), liquidity providers move first, when they submit quotes for all market participants to see, which means that the counterparty has not been determined when those quotes are disseminated. In OTC markets in contrast, the liquidity demander moves first by requesting quotes from a dealer. The difference in sequence creates a critical asymmetry in pre-trade anonymity: when quoting prices, market makers in auction markets do not know, and OTC dealers do know, the identity and the common trading intentions of their counterparties. Such information is important for several reasons. Knowledge of a trader’s identity may help a dealer induce information about future trades i.e. the size and direction of order flow. Consider for example the rational behavior of a corporate customer that requires liquidity in a certain currency pair at pre-defined frequency (perhaps every Friday at 2pm for weekly liquidity / financial reporting purposes). Similar to corporate clients, institutional investors tend to execute large transactions that relate to portfolio rebalancing activities at known frequencies (i.e. month or quarter end). Because in these instances, clients will require larger amounts of liquidity than usual, they will be exposed to higher transaction costs if the dealer decides to engage in anticipatory trading.

4.2 Model

We model a situation where a dealer bank has knowledge of a customer trade before the actual transaction is formalized. This sort of situation arises for example when trades are negotiated over phone or electronic chat. Another common example is customers that follow a fixed or highly predictable trading pattern (for example a customer who buys a large amount of currency every Friday at 1 pm). In our model, the dealer has certain knowledge of the coming trade. In actuality it seems reasonable to assume that the dealer has only a forecast or an informative signal about the size and directions of future customer trades. The focus of our model is solely to convey a simple intuition, and we therefore abstract from this uncertain.

The time line of the model is the following. We refer to the time when the dealer first learns of the coming trade as the arrival time. The time when the trade is actually done is the transaction time. We refer to the trading activity done by the dealer in the time interval between arrival and transaction as anticipatory trading or frontrunning, and the
trading activity done after the transaction time as *inventory management*. Figure 4.2 illustrates.

**Figure 4.2: Timeline**

![Timeline diagram](image)

We model this situation in an n-period sequential trade-model. In each trading period the dealer submits a given order volume that he wishes to trade, and market clearing price results. We take as given that the market clearing price is a downwards sloping linear function of the net volume that our dealer wants to transact, meaning that is a price impact from the dealer’s trades. The model we present here is therefore not an equilibrium model - we only model one side of the market (the dealer), and the price impact of trading is taken as exogenous. A more involved theoretical analysis can be found in Saakvitne (2018), in which a partial equilibrium model is presented where the market learns about the dealers actions, and price impact is endogenous, essentially extending the classic model by Kyle (1985).

The dealer knows beforehand which trading round the large customer trade will occur, as well as the size and direction of the trade. This removes an important source of uncertainty likely present in real-world considerations. We do however model uncertainty relating to exogenous movements in the market price. We do not allow the dealer to take up a long-lived speculative position, meaning that our dealer bank starts and ends the model with zero inventory.\(^4\)

The following example illustrates the simple intuition of the model.

\(^4\) Osler et al. (2016) analyze a similar model, where the dealer banks is allowed to take up a position of a certain maximum size.
**Example.** Suppose that the initial price of asset A is $100, and that the model covers three trading rounds. The dealer knows that a customer will sell him 9 units of asset A in trading round two, and that therefore that he will pay his customer the round 2-market price (he does not know what the round 2-market price will actually be). We denote the volume traded by the dealer in the first trading round by \( x_1 \), and assume a linear pricing rule with a price impact coefficient of 0.1:

\[
p_1 = 100 + 0.1x_1
\]

Similarly, we have \( p_2 = p_1 + 0.1x_2 \) and \( p_3 = p_2 + 0.1x_3 \).

Since the dealer is constrained to end period three with zero inventory, and will buy 9 units from his customer in period 2, he must therefore sell a net amount of 9 units over the course of the three trading rounds.

Consider first the strategy where he does no trading in round one and three, but immediately resell the 9 units he buys from the customer in trading round 2. The market clearing price in round two will be \( 100 - 0.1 \times 9 = 99.10 \). The dealer receives this price from his selling in the interdealer market, and the customer receives this price from the dealer. Thus, the dealer makes no profit.

Consider now instead the strategy where the dealer sells 3 units in trading round one. He receives \( 100 - 0.1 \times 3 = 99.70 \) on these units. In round two he sells 6 units, for a price of \( 99.70 - 0.1 \times 6 = 99.10 \). The customer receives \( 99.10 \times 9 = 891.90 \) from the dealer, while the dealer earns \( 99.70 \times 3 + 99.10 \times 6 = 893.70 \). We see that the dealer makes a profit of $1.80.

When the dealer makes a profit, logic requires that someone else must have made a loss. It is the customer who loses whatever the dealer profits, because the customer receives a worse price on his trade than what he would have done if the dealer did not frontrun him. Here we see the rationale for why frontrunning is forbidden in many markets - the dealer is profiting from his information about his customer’s future trading interest, at the expense of the customer. In certain cases this would be deemed a misuse of inside information by market regulators.

Let us now take the perspective of the dealer, and ask whether we can do even better. It turns out that there exists a unique optimal trading strategy, which involves selling more than the total customer order in periods one and two, and buying back the remainder in period three: the optimal thing to do is to sell 6 units in period 1, sell 6 units in period 2, and buy 3 units in period three.
We now derive a formal model, building on the intuition of the previous example. Suppose the price in period \( t \) can be written as a linear function of the previous price, the volume traded and a white noise-term \( \varepsilon_t \),

\[
p_t = p_{t-1} + \lambda x_t + \varepsilon_t \quad (4.1)
\]

There are a total for \( N \) trading rounds, and the dealer knows that in period \( k \) he will buy \( y \) units from a customer. The model extends to the case where the customer is buying by allowing \( y \) to take negative values.

Denote the inventory of the dealer by \( X_t \). The dealer’s trades are denoted \((x_n,n = 1,\ldots,N)\). Since the dealer is not allowed to take up a long-lived speculative position, we have \( X_0 = 0 \) and the constraint

\[
\sum_{n=1}^{N} x_n = y \quad (4.2)
\]

The profit of the dealer is simply the income he earns on his own trades in the interdealer market, less the price he pays to his customer:

\[
\pi(x_1,\ldots,x_N) = \sum_{n=1}^{N} p_n x_n - p_k y \quad (4.3)
\]

The dealer in our model maximizes a mean-variance type objective function:

\[
U(\pi) = E[\pi | y] - \gamma \text{var}(\pi | y) \quad (4.4)
\]

The general model is solved by numerical methods, but the simple case with a risk neutral dealer and three trading periods \((N = 3, k = 2, \gamma = 0)\) is straightforward to solve analytically, and we do so in the next section.

### 4.2.1 Risk neutral dealer in a three-period model

When the dealer is risk neutral \((\gamma = 0)\), he maximizes expected profit. When in addition there are only three trading periods, one before and one after the transaction time, the model is straightforward to solve: one inserts the pricing function and the inventory assumption into the expected profit function, and solves the first order condition of a maximum:

\[
\frac{\partial E[\pi]}{\partial x_1} = 0, \quad \frac{\partial E[\pi]}{\partial x_2} = 0
\]
Solving the resulting system of two equations yields
\[ x_1^* = -\frac{2}{3}y, \quad x_2^* = -\frac{2}{3}y, \quad x_3^* = +\frac{1}{3}y \]

This optimal strategy has three notable features, the first two of which also carries over to the general model.

First, it is optimal for the dealer to start his trading before the large customer transaction is finalized (i.e. before the transaction time). One way to interpret this is that the dealer becomes informed once he learns about the coming customer order - because there is a price impact in this market, the dealer has a non-zero expectation about future short-term price changes. Trading on such information is the very definition of frontrunning, as discussed in Section 4.1.

Second, we see from the fact that \(|x_1| + |x_2| > y\) that the dealer is overtrading, meaning that he trades more than the total customer order in the two first periods taken together. He then offloads his remaining inventory in the final trading period.

Third, the optimal trading strategy of the dealer does not depend on the price impact parameter \(\lambda\). It is however straightforward to verify that his expected profit increase linearly in \(\lambda\). It is the existence of a price impact from trading that enables the frontrunning strategy. It follows that the dealer has stronger incentives to frontrun when the price impact is high. For the same reason the dealer would ideally like that the price impact is high when he has the opportunity to frontrun his customer.
4.2.2 The general model

We solve the general \( n \)-period model with risk aversion by applying a sample average approximation to attain the dealer’s optimal solution.\(^5\) \(^6\)

Figure 4.4 show model-predicted inventory for the dealer in the trading periods before and after the transaction time \( k \), for a unit customer order. The effect of the customer order itself is not included in these figures, in order to make them comparable to the corresponding empirical plot in Figure 4.1.

As shown in Figure 4.4a, when the dealer is risk neutral and has 30 trading periods, he uses the trading periods before the transaction time to gradually build up an inventory of seven times the size of the actual customer order. His inventory reaches a maximum at the transaction time, and then linearly declines until he satisfy the zero-net position constraint when the model ends.

Figures 4.4b-4.4d show the three effects of risk aversion:

First, the amount of overtrading done by the dealer declines rapidly in the degree of risk aversion. When \( \gamma = 0.01 \) the dealer builds up a total inventory around twice the size of the customer order, while for \( \gamma = 0.1 \) and \( \gamma = 1 \) the total position is just barely larger than the customer order.

Secondly, the rate of inventory accumulation before the transaction time is also rapidly decreasing in the degree risk of risk aversion. When risk aversion is high (\( \gamma = 1 \)), the

\(^5\) The main idea of SAA methods is to turn a stochastic optimization into a deterministic one. This is achieved by first fixing a large sample \( S \) of the random variables involved and approximating theoretical moments such as expectation and variance by their sample counterparts. One then performs a numerical optimization routine on this fixed sample, and notes that the specific solution to the deterministic problem converges to the solution of the stochastic problem as the sample size of \( S \) increases. See Homem-de Mello and Bayraksan (2014) for a review of the method. In the solution of the general model laid out in Section 4.2.2, we have set the parameters to \( N = 30 \) trading rounds, where the transaction time \( k \) is in round 15. The price impact parameter \( \lambda \) is set to 0.3 and the white noise-term in the pricing equation is Gaussian iid with unit variance. We use a sample size of 5000 draws of the random sequence \( \{e_n, n = 1, 2, \ldots, N\} \)

\(^6\) Semi-closed form solutions to a related model is given in Osler et al. (2016). If one is willing to use a continuous-time formulation, the model can be made analytically tractable by an application of Ito’s formula, and one can then proceed to solve via deterministic optimal control theory - please contact the author for more details on this.
dealer engages in just a tiny amount of frontrunning, and only in the trading period right before the transaction time.

The third effect of risk aversion relates to the unwinding of the dealers proprietary position, meaning how he reduces his position back to neutral and satisfies his zero net-position constraint. The larger the risk aversion coefficient, the faster is the unwinding.
Figure 4.4: Model-predicted inventory change for various degrees of risk aversion. 
$N = 30, k = 15, \epsilon \sim N(0, 1), \gamma = 1.$

(a) $\gamma = 0$

(b) $\gamma = 0.01$

(c) $\gamma = 0.1$

(d) $\gamma = 1$
4.3 Data

Our data come from the largest OTC market, spot FX, where trading averages USD 1.7 trillion per day (Bank of International Settlements, 2016). The dataset contains all spot deals of a top-10 forex dealer bank in EUR/USD (Euromoney FX survey, 2012) over more than three months of trading, from 2 January 2012 to 20 April 2012 (68 trading days). The sample includes 471,844 transactions. EUR/USD is the most liquid currency pair with a daily turnover of roughly USD 400 billion (Bank of International Settlements, 2016).

Our data set is unique since it combines several customer and interdealer trading venues at high frequency. We are not aware of any other data set in the literature that combines all these features. For each transaction, the data provides the following information: currency pair, date and time stamp of the trade (to the second), transaction price, quantity traded, sign of trade (buy or sell), initiating party, portfolio within the bank to which each trade is assigned, counterparty ID, trading venue (e.g. Hotspot), prime broker (if any), and markup. Customer markups are measured in pips ($0.0001 per euro) relative to the prevailing core price. The core price reflects information on price and depth from several trading platforms such as EBS, Reuters and Hotspot. Our bank is a major FX market maker so it sets prices in the vast majority trades. The data contains trades with all types of customers such as retail brokers, hedge funds, real asset managers, corporates, and small banks regarded as customers (ranked below top 50 by Euromoney FX Survey, 2012). In addition, the data also includes all trades with FX trading banks (ranked top 50).

These data are well suited for examining frontrunning. Most data sets focus exclusively on dealer-to-customer trades (D2C) or dealer-to-dealer trades (D2D), and provide much less details than our dataset. For instance, Evans and Lyons (2002) and Bjornes and Rime (2005) focus only on the D2D trades, while Evans and Lyons (2005) and Froot and Ramadorai (2005) focus on D2C trades. The OTC datasets that do include D2C trades often provide no information about customers (Green et al., 2006), or they group customers into a few broad types, such as financial and commercial (Evans and Lyons, 2005). Our data, by contrast, provides individual customer identifiers and we can divide customers into several customer categories. With data covering all trades, including both the customer and interdealer market, we can also track inventory changes. In order to study frontrunning, this is an important feature of the dataset.
The data are also well-suited for analysing today’s FX market since they identify over 20 trading venues; most other FX dataset are limited to interdealer platforms (Evans and Lyons, 2002) or they predate the market’s fragmentation (Osler et al., 2011). Our empirical analysis is carried out on a trade-by-trade basis and customer-by-customer basis and fully exploits the customer identities in our data. Other features of the same data set are explored in Bjonnes et al. (2017).

Further descriptive statistics on the main data set is reported in Section 4.A of the Appendix.

The second source of information in our analysis is provided by Reuters and contains quotes, depth and transaction data for the time period covered by the proprietary dataset of our bank (frequency is 1/10 sec.). We calculate midquotes (and depth) using the data from Reuters in order to estimate trading costs at different times.

4.4 Methodology

We report two main pieces of analysis in this paper. The analysis examines how the dealer bank adjusts its inventory before and after susceptible customer trades, with a particular emphasis on the anticipatory adjustment. The second analysis examines price dynamics before the same trades. In addition, in Section 4.6 we describe and report a third piece of analysis, aimed at verifying the validity of the time stamps in our data. This analysis can be seen as a robustness check.

The model of Section 4.2 has predictions on both pre-trade inventory adjustments and pre-trade price dynamics. If the bank is engaging in anticipatory trading, we would expect to see a significant build-up of inventory before certain susceptible trades are booked. As a result of this build-up, market prices will be driven down before a customer sells, and up before a customer buys, for these particular trades.

4.4.1 Inventory analysis

The aim of the inventory analysis is to examine changes to the banks inventory position after, and more importantly, before the transaction times a trade susceptible to frontrunning is booked.
In Section 4.1 we discussed which characteristics of a trade that gives a liquidity provider opportunity and incentives to engage in anticipatory trading. For the purpose of the inventory analysis we operationalize these characteristics as the set of trades satisfying the following two criteria:

1. Trade size of 25 million Euro or more
2. Trade occurs either on the bank’s single bank platform (SBP) or via direct bilateral communications with the customer (e.g. phone, electronic chat, email etc.)

The set of trades satisfying these criteria are referred to as ”susceptible trades”.

The inventory analysis is performed as follows. Let $f(t)$ be the net inventory change of the bank over the time period $(t, t+1)$, where $t$ is a time stamp given in whole minutes (for example 2012-01-01 14:15:00). We denote the pre-trade inventory change at time lead $x$ as $y_x(t)$,

\[
y_x(t) = \begin{cases} 
(+1) \sum_{n=1}^{x} f(t-n) & \text{if customer buys} \\
(-1) \sum_{n=1}^{x} f(t-n) & \text{if customer sells} 
\end{cases}
\]

Defined in this way, $y_0(t)$ is the inventory change over the minute where susceptible trade took place, $y_5(t)$ is the inventory change over the 5 minutes before the trade took place, and so on. The sign change for trades where the customer sold to the bank ensures that we can treat buys and sells in the same manner later in our analysis.

Let $T = (t_1, t_2, \ldots, t_N)$ be the trade times for the $N$ susceptible trades, rounded down to the nearest whole minute. If the bank is adjusting its inventory in anticipation of large customer trades, we expect $y_x(t)$ to be positive for the susceptible trade times $t \in T$. In Table 4.1, we report the mean $\bar{y}_x$ for all susceptible trades, meaning

\[
\bar{y}_x = N^{-1} \sum_{t=t_1}^{t_N} y_x(t)
\]

To test the statistical significance of average pre-trade inventory changes $\bar{y}_x$, we seek to compare the inventory change for susceptible trades with the corresponding change for ordinary trades. To this end, we compute a bootstrap distribution of average pre-trade inventory changes for any trade, not only the susceptible trades.

The bootstrap distribution is built as follows. Let $H = (h_1, h_2, \ldots, h_K)$ be the time stamps of all trades. Table 4.4 shows there are $K = 275,251$ trades in our sample. One run of
the bootstrap procedure involves drawing $N = 74$ trade times at random from $H$, and computing $\tilde{y}_x$ per equations (4.5) and (4.6) for these trades. We perform a large number of such runs to build up a bootstrap distribution of $\tilde{y}_x$ under the null hypothesis that pre-inventory changes for susceptible trades are no different than from any other trade. A bootstrap p-value can then be found by comparing $\tilde{y}_x$ computed on the susceptible trade set against the quantiles of the distribution $F_{\tilde{y}_x}$.

### 4.4.2 Pre-trade price dynamics

If the bank is engaging in frontrunning, we expect there to be a pattern to market prices in the period preceding especially large trades, caused by the price impact of the bank trading in anticipation of the large trade. We investigate the presence of such a pattern by measuring changes to the midpoint price in the Reuters reference data.

Let $m(t)$ be the reference midpoint price at time $t$. For a given trade occurring at time $t$, we define the **pre-trade price impact** at time lead $x$, $z_x(t)$ as

$$z_x(t) = \begin{cases} 
m(t) - m(t-x) & \text{if customer buys} \\
m(t-x) - m(t) & \text{if customer sells} \end{cases}$$

In our empirical investigation we consider time leads $x$ of 0, 1, 5, 10, 15, 20, 25 and 30 minutes.

The pre-trade price impact $z$ is used as dependent variable in a regression analysis. As independent variables of interest, we consider trade volume (unsigned), and a dummy variable indicating whether the customer is a broker/bank or not. In addition we use daily volatility as a control variable. Daily volatility has been standardized for interpretability. For a given time lag $x$ we estimate the regression equation

$$z_x(t) = \alpha + \beta_1 VOLUME(t) + \beta_2 VOLUME^2(t) + \beta_3 D_{NONBANK}(t) + \beta_4 VOL + \epsilon, \quad (4.7)$$

We estimate these regressions using both ordinary least squares and, as a robustness check, using quantile regressions. The regressions are estimated time lags ($x$) of 5, 10 and 30 minutes.

---

7The non-banks in this sample would be real money investors, hedge funds and large corporations.
We expect frontrunning to be more pronounced for large trades, since these trades provide a stronger incentive for anticipatory trading. We also expect frontrunning to be more pronounced for trades with clients that have a more predictable trading pattern, such as corporation and funds. We shall therefore test whether the coefficients $\beta_1$ and $\beta_3$ are significantly different from zero, and interpret rejection of the null hypothesis as evidence for frontrunning.

4.5 Results

Both the inventory analysis and price change analysis provide evidence consistent with frontrunning, and in particular the model in Section 4.2.

4.5.1 Pre-trade inventory effects

There is a pre-trade inventory adjustment before large trades involving human interaction that is significant at the 1% level, for time leads of 10, 15 and 30 minutes. This is seen in Table 4.1. The red bars of Figure 4.1 illustrates the build-up of this inventory adjustment over the 30 minutes before large trades. Tables 4.11 and 4.12 contains the output of the same bootstrapping procedure used to produce Table 4.1, but for size thresholds of 20 and 30 million EUR respectively. These tables show that our results are robust to changing the size threshold of 25 million EUR used throughout this paper.

The pre-trade inventory adjustments seen from Table 4.1 and Figure 4.1 are consistent with both economic intuition and the frontrunning model presented in Section 4.2. We do however not find robust evidence for the overtrading and subsequent inventory reversal predicted by the model. The lack of such evidence can be seen visually in Figure 4.1.

There can be several reasons for the lack of evidence in favour of overtrading and subsequent inventory reversal. One possibility is that the bank does not engage in this aspect of frontrunning, perhaps because the strategy is deemed as involving unacceptable levels of reputational risk, or as being non-compliant with internal or external regulations. There would also be market risk associated with the overtrading predicted by our simple model - the bank would be exposed to adverse movements in the spot rate above and beyond what is implied by ordinary market making. The theoretical model in fact shows
<table>
<thead>
<tr>
<th>Percentile</th>
<th>5 min</th>
<th>10 min</th>
<th>15 min</th>
<th>30 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>-1.78</td>
<td>-2.02</td>
<td>-2.06</td>
<td>-2.72</td>
</tr>
<tr>
<td>5%</td>
<td>-1.12</td>
<td>-1.37</td>
<td>-1.49</td>
<td>-2.15</td>
</tr>
<tr>
<td>50%</td>
<td>-0.04</td>
<td>0.16</td>
<td>0.47</td>
<td>0.87</td>
</tr>
<tr>
<td>95%</td>
<td>1.42</td>
<td>1.86</td>
<td>2.62</td>
<td>4.96</td>
</tr>
<tr>
<td>99%</td>
<td>1.87</td>
<td>2.42</td>
<td>2.65</td>
<td>6.07</td>
</tr>
<tr>
<td>$\bar{y}_x$</td>
<td>0.46</td>
<td>2.73</td>
<td>5.25</td>
<td>7.79</td>
</tr>
</tbody>
</table>

**Table 4.1**: Mean pre-trade inventory changes and quantiles of corresponding bootstrap distribution. The table shows the pre-trade inventory adjustments, as defined by equations (4.5) and (4.6), for all trades (percentiles) and susceptible trades ($\bar{y}_x$), at various time leads (5-30 minutes). At leads of 10 minutes and above, the pre-trade inventory adjustments before susceptible trades ($\bar{y}_{10}, \bar{y}_{15}, \bar{y}_{30}$) are outside the 99% bootstrap percentile observed for non-susceptible trades, which is interpretable as statistical significance at the 1% level. Units: million EUR.

(Figure 4.4) that the extent of overtrading decrease in aversion to market risk.

Another possibility for why we are not seeing overtrading is that significant parts of the bank’s inventory adjustment is done through either other currency pairs or through internal netting. There are facts supportive of this interpretation: the mean size of the susceptible trades in our sample is 72 million Euro, while the mean post-trade inventory adjustment hovers around 8 to 10 million Euro for various time lags (shown in the blue bars of Figure 4.1).

### 4.5.2 Pre-trade price effects

Figure 4.5 shows average and median trading costs in two samples - small trades (4.5a) and large trades (4.5b) - and illustrates our results on pre-trade price effects. Small and large trades are those with trade size below and above 25 million EUR respectively.

The figure shows two interesting things. First, we see that the market midpoint typically changes in the customers disfavor in the 30 minutes preceding a large trade. If the average customer is benchmarking his trading costs against the prevailing market midpoint at the time of the trade ($x = 0$), his average trading cost would be a little less
Figure 4.5: Customer spread versus market midprice: the plots show the mean and median difference between the actual price paid by the customer and the market midpoint price at the Reuters trading platform. The market midpoint price is measured at the time of the trade (right-most part of x-axis) and for various time leads up to 30 minutes before the actual trade (left-most part of x-axis). Units: pips.

(a) Small trades

(b) Large trades

than 6 pips. If, on the other hand, the customer benchmarks his trading costs against the prevailing market midpoint 20 minutes before the actual trade ($x = 20$), he would find his trading costs to be a little over 8 pips. The difference of 2 pips can be defined as the frontrunning costs.

A second observation from figure 4.5 is that the average customer seems to be timing his trade in a particular manner, evident from the upwards slope of costs for the full sample of trades. The average buy trade is placed after a period of falling market (mid)price, the average sell trade is placed after a period of raising market (mid)price. This pattern is intuitive – when the market price goes up it triggers profitable trading opportunities for market participants waiting to sell (for example related to hedging motives, information, speculation and so on), while when the market price goes down it triggers profitable trading opportunities for market participants waiting to buy. This pattern is interesting because it implies that for the average trade, pre-trade price impact is negative, which makes the positive pre-trade price impact for large trades all the more striking.
Table 4.2 summarize the results from estimating the regression equation (4.7). We see that there is a significant size effect to pre-trade price impact, of approximately 0.15 pips per million EUR. The coefficient on squared volume means that the relation between size and pre-trade price impact is concave; the relation is plotted in Figure 4.6. The positive coefficient on the dummy "Non-liq.provider" indicates that there is significantly higher pre-trade price impact when the customer is not a broker or a bank, which in our data means that it is classified as a real money investor, a hedge fund or a multinational corporation.

The coefficient on hourly price volatility has a negative sign, and the effect is stronger the longer the time lead. This is consistent with the model we have presented, and we would argue also with economic intuition; when price volatility is higher, the market risk involved in taking up an anticipatory position is also higher. A risk averse trader will therefore take up a smaller anticipatory position, all else being equal, and he will begin his anticipatory trading closer to the expected trade time.

The estimated parameters in the quantile regression, shown in Table 4.3, have the same signs and are of a similar magnitude as the OLS parameters. This rules out that our results are heavily influenced by outliers.

**Figure 4.6:** Estimated relation between trade size and pre-trade price impact, in pips.
Table 4.2: Pre-trade price impact regression models - OLS. The dependent variable is the difference between price paid by the customer and the market midpoint price at the Reuters trading platform, where the midpoint has been measured at 5, 10 and 30 minutes. The unit of the dependent variable is pips, which is the fourth decimal of the exchange rate. "Size" and "Size squared" are continuous variables containing the size of the trade in million EUR. "Non-liq.provider" is a dummy variable encoding whether the customer is a broker/bank or not (the non-bank customers are real money investors, hedge funds and large corporations).

4.6 Robustness - are the timestamps reliable?

4.6.1 Time lag analysis - A method for validating time stamps in trade data

The time lag analysis is a methodology developed to ensure that the time stamps in our data are correct; and in particular that large trades are not booked with a time lag. This methodology can also be applied in other contexts than the current paper, so we find it useful to formulate our problem in more general terms.

The general problem looks as follows. Suppose we have records of $N$ financial trades
Table 4.3: Pre-trade price impact regression models - Quantile regression (median). The dependent variable is the difference between price paid by the customer and the market midpoint price at the Reuters trading platform, where the midpoint has been measured at 5,10 and 30 minutes. The unit of the dependent variable is pips, which is the fourth decimal of the exchange rate. "Size" and "Size squared" are continuous variables containing the size of the trade in million EUR. "Non-liq.provider" is a dummy variable encoding whether the customer is a broker/bank or not (the non-bank customers are real money investors, hedge funds and large corporations).

<table>
<thead>
<tr>
<th></th>
<th>30 minutes</th>
<th>10 minutes</th>
<th>5 minutes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>$-4.3901^{***}$</td>
<td>$-2.5215^{***}$</td>
<td>$-1.6797^{***}$</td>
</tr>
<tr>
<td></td>
<td>(0.0906)</td>
<td>(0.0486)</td>
<td>(0.0306)</td>
</tr>
<tr>
<td>Size</td>
<td>$0.1170^{**}$</td>
<td>$0.1746^{***}$</td>
<td>$0.1553^{***}$</td>
</tr>
<tr>
<td></td>
<td>(0.0386)</td>
<td>(0.0199)</td>
<td>(0.0118)</td>
</tr>
<tr>
<td>Size squared</td>
<td>$-0.0003$</td>
<td>$-0.0010^{***}$</td>
<td>$-0.0010^{***}$</td>
</tr>
<tr>
<td></td>
<td>(0.0003)</td>
<td>(0.0002)</td>
<td>(0.0001)</td>
</tr>
<tr>
<td>Non-liq.provider</td>
<td>$2.2420^{***}$</td>
<td>$1.7520^{***}$</td>
<td>$0.9848^{***}$</td>
</tr>
<tr>
<td></td>
<td>(0.5318)</td>
<td>(0.2599)</td>
<td>(0.2139)</td>
</tr>
<tr>
<td>Hourly vola.</td>
<td>$-3.0928^{***}$</td>
<td>$-1.4405^{***}$</td>
<td>$-0.8053^{***}$</td>
</tr>
<tr>
<td></td>
<td>(0.0936)</td>
<td>(0.0557)</td>
<td>(0.0356)</td>
</tr>
</tbody>
</table>

Num. obs. 84852 84849 84854

***$p < 0.001$, **$p < 0.01$, *$p < 0.05$
and sells in the transaction records.

We model this situation by assuming that each trade \( i \) actually took place at time \( t_i - \theta \), where \( \theta \) is a non-negative parameter to be estimated from the data. We also assume that each transaction takes place at the prevailing market price plus a Gaussian white noise component (the markup):

\[
v_i = m(t_i - \theta) + \varepsilon_i
\]

\[\varepsilon \sim \mathcal{N}(0, \sigma^2)\]

Further, we model the market mid price of the currency pair \( m(t) \) by a Brownian motion \( B(t) \):

\[
m(t) = \sigma B(t)
\]

To estimate \( \theta \), define for each \( i \) the pricing error \( \Delta_i(x) \):

\[
\Delta_i(x) = v_i - m(t_i - x)
\]

\[
= m(t_i - \theta) + \varepsilon - m(t_i - x)
\]

\[
= \sigma [B(t_i - \theta) - B(t_i - x)] + \varepsilon
\]

\[\sim \mathcal{N}(0, \sigma^2|\theta - x| + \sigma^2)\]

It is clear that \( \mathbb{E} [\Delta_i(x)] = 0 \) for all \( x \). It is also clear that the variance of \( \Delta_i(x) \) is at a minimum when \( x = \theta \), so that

\[
\theta = \arg \min_x \mathbb{E} \left[ (\Delta_i(x))^2 \right]
\]

We approximate the expectation by the sample mean, which gives the estimator \( \hat{\theta} \):

\[
\hat{\theta} := \arg \min_x \frac{1}{N} \sum_{i=1}^{N} \Delta_i(x)^2
\]

(4.8)

The estimator \( \hat{\theta} \) is an extremum estimator, a class of estimators which are known to be asymptotically consistent also under much weaker conditions than what we have assumed here (Newey and McFadden, 1994).
Figure 4.7a maps a simulation of the root mean squared error (RMSE) $\sqrt{N^{-1} \sum_{i=1}^{N} (\Delta_i(x))^2}$ as a function of the time lag $x$. The figure shows the mean of 1000 simulations, where the true time lag $\theta$ has been set to 15 units of time (minutes). Notice that the RMSE equals the standard deviation of the markup ($\sigma_e$) when the minimum is attained. Figure 4.7b shows the RMSE when the true time lag is zero ($\theta = 0$).

The sum of $N$ squared standard normal random variables is known to be chi-squared distributed with $N$ degrees of freedom (Abramowitz and Stegun, 1964, p. 940). It follows that for a fixed $x$, the sum $\sum_{i=1}^{N} \Delta_i^2$ is a scaled chi-square:

$$\sum_{i=1}^{N} \Delta_i^2 = (\sigma^2 |\theta - x| + \sigma_e^2) \chi^2_N$$

(4.9)

(a) Theoretical RMSE - 15 minutes lag
($\sigma = .8, \sigma_e = 1, \theta = 15$)

(b) Theoretical RMSE - zero time lag
($\sigma = .8, \sigma_e = 2, \theta = 0$)

4.6.2 Results of time lag analysis

Applying the time lag estimation method to our data, we find strong evidence in favor of an accurate time stamp on the average trade. For the full sample, the minimizer of equation 4.8 is zero, and the RMSE increase in accordance with the theoretical distribution laid out in equation 4.9 both backward and forward in time. Figure 4.8a show the...
empirical RMSE for all ∼ 257,000 trades in the sample, for time lags and leads ranging from 1 to 30 minutes.

For the sample of trades involving human interaction (i.e. marked as "direct"), the evidence is in favor of a time lag between 0 and 3 minutes, with a point estimate (minimizer of equation 4.8) of 2 minutes. Figure 4.8b show the empirical RMSE for these ∼ 4,300 trades.

In our analyses of both inventory change and price dynamics, we find evidence of pre-trade effects on a 30 minute horizon. The time lag analysis of this section show that it is highly unlikely that these effects are caused by a time lag in the bank’s booking of trades in its internal systems.

(a) Empirical RMSE - all trades
    \( n = 257,241 \)

(b) Empirical RMSE - direct trades only
    \( n = 4,316 \)

4.A Descriptive statistics and additional robustness
Table 4.4: Absolute volume by trade size. Unit: Thousand EUR.

<table>
<thead>
<tr>
<th></th>
<th>Min.</th>
<th>1st Qu.</th>
<th>Median</th>
<th>Mean</th>
<th>3rd Qu.</th>
<th>Max.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>All trades</td>
<td>0.00</td>
<td>23</td>
<td>120</td>
<td>500</td>
<td>500</td>
<td>180000</td>
<td>257241</td>
</tr>
<tr>
<td>Small trades</td>
<td>0.00</td>
<td>20</td>
<td>100</td>
<td>270</td>
<td>500</td>
<td>1000</td>
<td>239314</td>
</tr>
<tr>
<td>Medium trades</td>
<td>1000.00</td>
<td>1500</td>
<td>2000</td>
<td>3200</td>
<td>4000</td>
<td>25000</td>
<td>17800</td>
</tr>
<tr>
<td>Large trades</td>
<td>25000.00</td>
<td>30000</td>
<td>39000</td>
<td>58000</td>
<td>57000</td>
<td>180000</td>
<td>127</td>
</tr>
</tbody>
</table>

Table 4.5: Number of trades by venue.

<table>
<thead>
<tr>
<th></th>
<th>Direct</th>
<th>SBP</th>
<th>MBP 1</th>
<th>MBP 2</th>
<th>API</th>
</tr>
</thead>
<tbody>
<tr>
<td>All trades</td>
<td>4316</td>
<td>75329</td>
<td>60796</td>
<td>8755</td>
<td>108045</td>
</tr>
<tr>
<td>Small trades</td>
<td>3223</td>
<td>68854</td>
<td>55979</td>
<td>6782</td>
<td>104476</td>
</tr>
<tr>
<td>Medium trades</td>
<td>1019</td>
<td>6442</td>
<td>4814</td>
<td>1966</td>
<td>3559</td>
</tr>
<tr>
<td>Large trades</td>
<td>74</td>
<td>33</td>
<td>3</td>
<td>7</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 4.6: Mean trade size by venue. Unit: Thousand EUR.

<table>
<thead>
<tr>
<th></th>
<th>Direct</th>
<th>SBP</th>
<th>MBP 1</th>
<th>MBP 2</th>
<th>API</th>
</tr>
</thead>
<tbody>
<tr>
<td>All trades</td>
<td>2848.65</td>
<td>647.65</td>
<td>523.35</td>
<td>1254.76</td>
<td>227.84</td>
</tr>
<tr>
<td>Small trades</td>
<td>232.04</td>
<td>344.11</td>
<td>379.81</td>
<td>459.36</td>
<td>152.43</td>
</tr>
<tr>
<td>Medium trades</td>
<td>6078.35</td>
<td>3704.57</td>
<td>2170.32</td>
<td>3850.44</td>
<td>2353.51</td>
</tr>
<tr>
<td>Large trades</td>
<td>72338.63</td>
<td>37238.70</td>
<td>36141.54</td>
<td>42868.17</td>
<td>31592.00</td>
</tr>
</tbody>
</table>

Table 4.7: Customer spread by trade size. Unit: Pips.

<table>
<thead>
<tr>
<th></th>
<th>1st Qu.</th>
<th>Median</th>
<th>Mean</th>
<th>3rd Qu.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>All trades</td>
<td>-1.20</td>
<td>0.20</td>
<td>0.14</td>
<td>1.50</td>
<td>257241</td>
</tr>
<tr>
<td>Small trades</td>
<td>-1.20</td>
<td>0.20</td>
<td>0.14</td>
<td>1.50</td>
<td>239314</td>
</tr>
<tr>
<td>Medium trades</td>
<td>-1.50</td>
<td>0.10</td>
<td>0.00</td>
<td>1.70</td>
<td>17800</td>
</tr>
<tr>
<td>Large trades</td>
<td>-5.00</td>
<td>0.30</td>
<td>5.30</td>
<td>6.30</td>
<td>127</td>
</tr>
</tbody>
</table>
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Table 4.8: Price change \((p_t - p_{t-30})\) from \(t=-30\) to \(0\) minutes by trade size. Unit: Pips.

<table>
<thead>
<tr>
<th></th>
<th>1st Qu.</th>
<th>Median</th>
<th>Mean</th>
<th>3rd Qu.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>All trades</td>
<td>-12.50</td>
<td>-2.00</td>
<td>-2.43</td>
<td>7.50</td>
<td>257241</td>
</tr>
<tr>
<td>Small trades</td>
<td>-13.00</td>
<td>-2.50</td>
<td>-2.50</td>
<td>7.50</td>
<td>239314</td>
</tr>
<tr>
<td>Medium trades</td>
<td>-11.00</td>
<td>-1.00</td>
<td>-0.93</td>
<td>10.00</td>
<td>17800</td>
</tr>
<tr>
<td>Large trades</td>
<td>-6.50</td>
<td>3.00</td>
<td>2.10</td>
<td>9.30</td>
<td>127</td>
</tr>
</tbody>
</table>

Table 4.9: Customer spread by venue. Unit: Pips.

<table>
<thead>
<tr>
<th></th>
<th>1st Qu.</th>
<th>Median</th>
<th>Mean</th>
<th>3rd Qu.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>-1.20</td>
<td>0.20</td>
<td>0.14</td>
<td>1.50</td>
<td>257241</td>
</tr>
<tr>
<td>Direct</td>
<td>-1.50</td>
<td>0.50</td>
<td>-0.20</td>
<td>2.50</td>
<td>75329</td>
</tr>
<tr>
<td>SBP</td>
<td>-1.00</td>
<td>0.20</td>
<td>0.26</td>
<td>1.50</td>
<td>60796</td>
</tr>
<tr>
<td>MBP 1</td>
<td>-1.30</td>
<td>0.10</td>
<td>0.04</td>
<td>1.50</td>
<td>108045</td>
</tr>
<tr>
<td>MBP 2</td>
<td>-1.30</td>
<td>0.30</td>
<td>0.14</td>
<td>1.70</td>
<td>8755</td>
</tr>
<tr>
<td>API</td>
<td>-1.30</td>
<td>0.10</td>
<td>0.12</td>
<td>1.50</td>
<td>4316</td>
</tr>
</tbody>
</table>

Table 4.10: Price change \((p_t - p_{t-30})\) from \(t=-30\) to \(0\) minutes by venue. Unit: Pips.

<table>
<thead>
<tr>
<th></th>
<th>1st Qu.</th>
<th>Median</th>
<th>Mean</th>
<th>3rd Qu.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>-12.50</td>
<td>-2.00</td>
<td>-2.43</td>
<td>7.50</td>
<td>257241</td>
</tr>
<tr>
<td>Direct</td>
<td>-10.00</td>
<td>-0.50</td>
<td>-0.93</td>
<td>8.50</td>
<td>75329</td>
</tr>
<tr>
<td>SBP</td>
<td>-13.00</td>
<td>-3.00</td>
<td>-3.40</td>
<td>6.50</td>
<td>60796</td>
</tr>
<tr>
<td>MBP 1</td>
<td>-12.00</td>
<td>-1.50</td>
<td>-1.30</td>
<td>9.50</td>
<td>108045</td>
</tr>
<tr>
<td>MBP 2</td>
<td>-10.00</td>
<td>-1.50</td>
<td>-2.20</td>
<td>6.50</td>
<td>8755</td>
</tr>
<tr>
<td>API</td>
<td>-13.00</td>
<td>-2.00</td>
<td>-2.40</td>
<td>7.50</td>
<td>4316</td>
</tr>
</tbody>
</table>
Table 4.11: Mean pre-trade inventory changes and quantiles of corresponding bootstrap distribution when the size threshold for "susceptible trades" is set to 20 million EUR. The table shows the pre-trade inventory adjustments, as defined by equations (4.5) and (4.6), for all trades (percentiles) and susceptible trades ($\bar{y}_x$), at various time leads (5-30 minutes). At leads of 10 minutes and above, the pre-trade inventory adjustments before susceptible trades ($\bar{y}_{10}, \bar{y}_{15}, \bar{y}_{30}$) are outside the 99% bootstrap percentile observed for non-susceptible trades, which is interpretable as statistical significance at the 1% level. Units: million EUR.

<table>
<thead>
<tr>
<th>Percentile</th>
<th>Time lead</th>
<th>5 min</th>
<th>10 min</th>
<th>15 min</th>
<th>30 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>-1.96</td>
<td>-3.21</td>
<td>-3.22</td>
<td>-3.86</td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>-1.56</td>
<td>-1.74</td>
<td>-2.44</td>
<td>-2.95</td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>0.08</td>
<td>0.41</td>
<td>0.26</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>95%</td>
<td>1.80</td>
<td>1.97</td>
<td>2.98</td>
<td>3.76</td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>2.48</td>
<td>2.38</td>
<td>3.51</td>
<td>4.15</td>
<td></td>
</tr>
<tr>
<td>$\bar{y}_x$</td>
<td>6.78</td>
<td>7.97</td>
<td>7.26</td>
<td>10.85</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.12: Mean pre-trade inventory changes and quantiles of corresponding bootstrap distribution when the size threshold for "susceptible trades" is set to 30 million EUR. The table shows the pre-trade inventory adjustments, as defined by equations (4.5) and (4.6), for all trades (percentiles) and susceptible trades ($\bar{y}_x$), at various time leads (5-30 minutes). At leads of 10 minutes and above, the pre-trade inventory adjustments before susceptible trades ($\bar{y}_{10}, \bar{y}_{15}, \bar{y}_{30}$) are outside the 99% bootstrap percentile observed for non-susceptible trades, which is interpretable as statistical significance at the 1% level. Units: million EUR.

<table>
<thead>
<tr>
<th>Percentile</th>
<th>Time lead</th>
<th>5 min</th>
<th>10 min</th>
<th>15 min</th>
<th>30 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>-2.83</td>
<td>-3.88</td>
<td>-4.30</td>
<td>-5.92</td>
<td></td>
</tr>
<tr>
<td>5%</td>
<td>-2.61</td>
<td>-2.68</td>
<td>-3.35</td>
<td>-4.49</td>
<td></td>
</tr>
<tr>
<td>50%</td>
<td>-0.32</td>
<td>0.22</td>
<td>0.24</td>
<td>-0.11</td>
<td></td>
</tr>
<tr>
<td>95%</td>
<td>1.82</td>
<td>2.45</td>
<td>3.47</td>
<td>4.89</td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>2.57</td>
<td>2.78</td>
<td>4.11</td>
<td>6.75</td>
<td></td>
</tr>
<tr>
<td>$\bar{y}_x$</td>
<td>11.06</td>
<td>12.63</td>
<td>12.36</td>
<td>16.85</td>
<td></td>
</tr>
</tbody>
</table>
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