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7.2. Generalized impulse response functions 

Figure 2 presents the output from the generalized impulse response functions, 

where we see how the variables react in the next ten weeks to a one standard 

deviation shock to one of the other variables. The solid lines are the responses, 

and the dotted lines show two analytically calculated standard errors in each 

direction for each response. If both the response and the standard errors are above 

or below zero, the response is interpreted as positively or negatively significant. 

The figure shows the responses to LSUN and LWIND both before and after the 

financial crisis. For the remaining impulse response functions with the remaining 

variables as the dependent one, see appendix 5 to 8. 

Figure 2 shows the response of LSUN and LWIND to the other three variables, in 

all four models. In model (1) we observe that the solar index has a significant 

impact on itself for the first six weeks, which is gradually declining thereafter.  

 
Figure 2. Generalized impulse response functions with LSUN and LWIND as dependent variables, in all four  
models. 

(1)

(2)

(3)

(4)

Response of LSUN to LSUN Response of LSUN to LTBILLResponse of LSUN to LOILResponse of LSUN to LTECH

Response of LWIND to LWIND Response of LWIND to LTBILLResponse of LWIND to LOILResponse of LWIND to LTECH

Response of LSUN to LSUN Response of LSUN to LTBILLResponse of LSUN to LOILResponse of LSUN to LTECH

Response of LWIND to LWIND Response of LWIND to LTBILLResponse of LWIND to LOILResponse of LWIND to LTECH
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A shock to LTECH will significantly increase LSUN for the next seven weeks, a 

result that is in line with the MWALD statistics. We find no signs of oil prices 

affecting LSUN, but the interest rate has a positive significant increase on the 

stock prices of solar companies in the first week. Model (2) displays similar 

properties, with LWIND and LTECH having a positive significant impact 

initially, which gradually diminishes with increasing standard errors. A one 

standard deviation shock to LWTI has a small and short-lived impact on LWIND, 

and we reveal no relationship between the stock prices of wind and the interest 

rates in the first period. Overall, the results from the generalized impulse response 

functions are very similar to what we discovered in the previous section. The 

relationship between our selected renewables and technology stock prices is in 

line with previous research, while it is still very surprising that we reveal no large 

significant impact from neither LOIL nor LTBILL.  

In model (3) and (4), the most dramatic response to LSUN and LWIND comes 

from their own innovations, with a significant increase for at least ten weeks into 

the future. Surprisingly, we observe that technology stock prices are also 

positively significant to both LSUN and LWIND for ten weeks into the future. 

These results are in direct contradiction to the results obtained within the MWald 

methodology, making the true relationship between these variables unclear in the 

second period. Another observation is the ten weeks significant reactions to 

LWIND from a one standard deviation shock to LOIL. The response is positive 

and increasing, displaying a strong reaction. Oil does also have a positive impact 

on the solar index, though this effect is just significant for the first four weeks. 

Interest rates have no significant effect on neither LSUN nor LWIND in the 

second period, consistent with the MWALD statistics.  

7.3. Generalized forecast-error variance decompositions 

In this section, we look at the generalized forecast-error variance decompositions. 

Table 10 shows how the variance of LSUN and LWIND is affected by all 

variables in the system, where we report the contemporaneous reaction, and the 

reaction for every other week up to week number ten. For the variance 

decomposition of the remaining variables, see appendix 9 and 10. Note that when 

using the generalized methodology, the sum of each row does not necessarily sum 

up to one, as opposed to the orthogonalized calculations.  
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As expected, the variation of each variable does mainly come from its own 

innovations. Looking at the first period, we can see that variations in the two 

indices of interest are highly influenced by LTECH, where more than 50% of their 

variation after ten weeks is due to previous shocks in LTECH. These findings are 

in line with the MWALD statistics, and the initial reaction shown in the impulse 

response functions. Furthermore, we observe that LOIL does not seem to have a 

large impact on either LSUN or LWIND, as expected by the results reported in 

section 7.1 and 7.2. The interest rates do seem to cause some amount of variation 

in the two renewable indices, with 8-9% after 10 weeks.  

Do note that we cannot compare the results related to the variance decomposition 

analysis to any previous research, as neither Sadorsky and Henriques (2008), 

Kumar et al. (2012) nor Managi and Okimoto (2013) use variance decompositions 

in their papers.   

Next, we look at the second period, where it is interesting to see that LTECH is 

responsible for 30-40% of all variation in both LSUN and LWIND. These results 

contradict the granger-statistics in section 7.1, but they correspond well to the 

results of the impulse response functions. The real relationship running from 

LTECH to the indices of sun and wind is therefore somewhat unclear. There still 

seems to be a connection there, though the relationship is weaker than it was 

before the financial crisis of 2008. Besides technology stock prices, LSUN is 

mostly under influence by itself in terms of variance. LWIND however has a 

strong and increasing influence from LOIL, with 32% after 10 weeks. This 

relationship is consisten with the GIRF estimates, though it was not revealed 

Table 10. Generalized forecast-error variance decompositions for all four models. 

(1) Horizon LSUN LTECH LOIL LTBILL  (2) LWIND LTECH LOIL LTBILL

LSUN 0 1.000 0.478 0.022 0.051  LWIND 1.000 0.306 0.035 0.014

2 0.950 0.538 0.015 0.027 0.941 0.402 0.056 0.006

4 0.822 0.575 0.012 0.046 0.846 0.481 0.043 0.013

6 0.725 0.569 0.014 0.080 0.730 0.525 0.038 0.030

8 0.665 0.567 0.012 0.089 0.620 0.540 0.039 0.055

10 0.610 0.555 0.012 0.090 0.529 0.537 0.043 0.084

(3) Horizon LSUN LTECH LOIL LTBILL  (4) LWIND LTECH LOIL LTBILL

LSUN 0 1.000 0.371 0.106 0.009  LWIND 1.000 0.433 0.162 0.002

2 0.996 0.334 0.089 0.005 0.993 0.391 0.185 0.001

4 0.992 0.346 0.078 0.003 0.987 0.368 0.204 0.001

6 0.984 0.361 0.067 0.002 0.968 0.342 0.245 0.001

8 0.973 0.376 0.057 0.003 0.942 0.318 0.283 0.001

10 0.959 0.389 0.047 0.004 0.912 0.297 0.316 0.003

Pre-crisis

Post-crisis

09327790896196GRA 19502



 

Page 27 

Within the MWALD framework. 

7.4. Robustness testing 

In this section we will run Granger causality tests through VECM or standard 

VAR (depending on results from cointegration tests) to see if we get similar 

results as the aforementioned LA-VAR statistics.  

In table 11 we report the results from Johansen cointegration tests, where we use 

number of lags according to the findings in section 6. The variables are all I(1) 

going into the Johansen tests; LSUN, d(LWIND) (LWIND differentiated one 

time), LTECH, LOIL, LTBILL (see section 6 for unit root tests). Table 11 reveals 

a possible cointegrated relationship in model (1), while the tests discover no 

evidence of cointegration for the remaining models. Accordingly, we will run a 

VECM for model (1), and standard VAR for the three remaining models.  

Table 12 shows the test statistics from the Granger causality tests, on the first two 

models. Model (1) is run as a VECM with all variables differentiated one time in 

order to become stationary, the order of cointegration is set as two, and with 7 lags 

(these specifications are discussed in section 6). The results are similar to the 

MWALD statistics, with technology stock prices influencing the solar index, and 

no causality is found running from oil prices or interest rates towards LSUN. The 

VECM displays Granger causality running form LSUN and LTBILL towards oil 

prices, contradicting the LA-VAR results regarding that equation. In model (2) we 

have to differentiate LWIND twice (d2(LWIND)) to make it stationary, while the 

remaining variables are differentiated once. In model (2) we run a standard VAR, 

as we found no proof of cointegration, and we run the information criteria anew 

since we have differentiated the variables (differentiating is not necessary in the 

 
Table 11. Trace statistics from Johansen cointegration tests. ***, ** and * denotes statistically 

significance at the 1%, 5% and 10% level.  

(1) (2) (3) (4)

None 59.826*** 99.933*** 24.515 84.765***

At most 1 35.093** 17.578 10.385 14.028

At most 2 13.6967* 5.359 4.473 4.652

At most 3 1.644 0.007 1.007 0.076
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Table 12. Granger causality tests. ***, ** and * denotes statistically significance at the 1%, 5% 

and 10% level.  

LA-VAR framework). The results from the lag selection criteria are reported in 

appendix 11 for all four models. The criteria suggests 2 and 3 lags for model (2), 

but these specifications perform very poorly in terms on autocorrelated residuals, 

so we run the model with 4 lags. The Granger causality for model (2) still shows 

that past movements of LTECH influence LWIND, though the relationship is not 

bidirectional as it was in the LA-VAR framework. Furthermore, it shows LTECH 

influencing LTBILL, consistent with the results in section 7.1.  

Table 13 shows the results from the Granger causality tests for model (3) and (4). 

Model (3) is calculated with 1 lag, consistent with the lag selection 

recommendation, and with no problems regarding autocorrelated residuals. The 

results are very similar to the LA-VAR results, with the sole exception of no 

Granger causality running from TBILL to OIL. In model (4) we use 10 lags as 

recommended by the LR criteria, while having the most stable residuals. These 

results differ greatly from the previous evidence reported in section 7.1. Most 

notably, we see a strong influence from LTECH running to LWIND. This is not 

revealed with the MWALD statistics within the LA-VAR framework, though we  

 
Table 13. Granger causality tests. ***, ** and * denotes statistically significance at the 1%, 5% 

and 10% level.  

(1) d(LSUN) d(LTECH) d(LOIL) d(LTBILL)

d(LSUN) - 4.101 13.097* 7.349

d(LTECH) 12.074* - 6.959 5.142

d(LOIL) 3.162 3.005 - 10.002

d(LTBILL) 5.621 1.830 12.610* -

(2) d2(LWIND) d(LTECH) d(LOIL) d(LTBILL)

d2(LWIND) - 4.602 2.335 1.213

d(LTECH) 8.991* - 2.784 10.138**

d(LOIL) 2.599 5.840 - 1.762

d(LTBILL) 3.428 2.359 1.701 -

Dependent variable

(3) d(LSUN) d(LTECH) d(LOIL) d(LTBILL)

d(LSUN) - 0.792 0.288 0.734

d(LTECH) 1.895 - 0.342 1.119

d(LOIL) 0.200 0.016 - 1.691

d(LTBILL) 1.304 5.557** 0.715 -

(4) d2(LWIND) d(LTECH) d(LOIL) d(LTBILL)

d2(LWIND) - 12.759 18.444** 6.272

d(LTECH) 30.913*** - 21.244** 11.436

d(LOIL) 9.529 12.402 - 15.133

d(LTBILL) 6.439 18.259* 15.300 -

Dependent variable
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suspect that there is a relationship between the variables through the previous 

GIRF and GVD tests. 

In summary, this section shows results that are very similar to the findings in 

section 7.1. We find no evidence of oil price movements or interest rates 

influencing neither sun nor wind stock prices, and we still find that technology 

stock prices seem to influence the renewables prior to the financial crisis. The 

biggest difference between the MWALD-statistics and these results is that tech 

prices have a significant impact on the wind index after the financial crisis within 

the standard VAR framework, a relationship we did not discover in the LA-VAR 

framework. 

7.5. Discussion 

H1 

Neither by using MWALD tests, IRFs nor variance decomposition, we find any 

evidence that interest rates influence the performance of wind or solar stocks. This 

goes for both the pre- and post-crisis periods. Our first hypothesis (H1) can thus 

be rejected. This is a surprising result, and contradicts the findings of Henrqiues 

and Sadorsky (2008), as well as the other papers discussed in section 2 that found 

granger causality running from interest rates to the alternative energy stocks.  

A reason to the non-existing relationships, at least for the post-crisis period, could 

be that the interest rates have been historically low after 2009. A model-specific 

reason to the absent causalities could be related to the findings in section 7 where 

we saw that the equations with LTBILL as dependent variable displayed high 

standard errors, which may make the corresponding results somewhat unreliable.  

Nevertheless, the importance of interest rates and capital costs should not be 

neglected when discussing wind and solar valuations. As argued in 

Greentechmedia (2011) and supported by Best (Best, 2017), the cost of capital can 

have a much greater impact on solar project value than other costs. They argue 

that for solar projects (mostly financed by debt), there are two primary factors that 

contribute to the cost of capital: the long-term interest rates and the premium that 

must be paid above the interest rates. The second factor was in the wake of the 

crisis very high as investors were unsecure about investments in renewables. This 

has changed lately, and investors’ confidence in the renewables seem to have 
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increased, causing debt costs to fall despite rising treasury yields (Bloomberg, 

2018a). It will be interesting to see how further increases in interest rates will 

impact the performance of the two renewables in the coming period.  

H2 and H3 

Only in the second period do we find some evidence, through the IRF-tests, that 

an increase in oil prices leads to increased wind and solar stock prices. The 

relationships in the post-crisis period are further confirmed by the GVD-tests 

where we see that the variation in the stocks can be explained by the variation in 

oil prices. These results are much stronger for the wind stocks than for the solar 

stocks. It is clear that the relationships between the renewable stocks and oil 

prices have changed from period 1 to period 2, indicating some evidence for H3, 

claiming that increases in oil prices have more significant impact on wind and 

solar stock performance after the crisis. The lack of granger causality, however, 

makes us unsure of how to interpret the relationships, and makes it difficult to 

reach a clear conclusion regarding H2.  

Our findings differ from the research papers discussed in section 2, where all, 

expect of Henriques and Sadorsky (2008), found very significant relationships 

between oil prices and alternative energy stocks. This could be an indication that 

wind and solar stocks, in isolation, do not react to the same variables as the 

renewables in the alternative energy stocks used in the previous research 

(remembering that these stocks included all kinds of alternative energy). Worth 

noticing is that our time period before the crisis does not exactly match other 

papers’ time periods, as our data only is available from 2005. This could, to some 

extent, help explain the difference in results.         

There are also other possible reasons to the absence in significant relationships 

between oil prices and wind and solar stock performance. One is related to the 

markets in which oil, wind and solar compete. Oil is mostly used for 

transportation and petrochemicals (Statista, 2018). Wind and solar energies are 

mostly used to create electricity. One could argue that it would be better to use 

natural gas prices in the model, because gas is to a larger degree used to generate 

electricity than oil (IEA, 2018). Unfortunately, finding an appropriate proxy for 

natural gas prices proved difficult because these prices are highly dependent on 

local supplies. As most economic theory suggests (Villar & Joutz, 2006), natural 

09327790896196GRA 19502



 

Page 31 

gas prices are linked to oil prices, which is not locally dependent and thus a better 

variable for our purposes. To conclude this argument: the non-perfect link in the 

usage of oil and wind and solar energy, could help explain our findings of a 

reduced relationship between oil prices and wind and solar stock performance.  

Another explanation is the limitations of where wind and solar energy can be 

produced and used. Obviously, wind and solar energy can only be well utilized in 

locations around the globe where there is frequent wind and sunlight for long 

periods. Oil, on the other hand, can easily be transported and compete in more 

markets. As a result, the energy sources are only direct competitors in certain 

markets where the nature permits it.  

Finally, it could simply be that because the wind and solar energies are only (as 

per today) competitive with the fossil fuels in some markets, we don’t have 

enough evidence to prove a substitution-effect from fossil fuels to the two 

renewables when the prices of the former rise.   

H4 and H5 

In the pre-crisis period, all of the three methodologies provide us with strong 

evidence of causality running from LTECH to both LSUN and LWIND. Looking 

at the IRFs, it is fair to say that an increase in technology stock prices will be 

followed by an increase in wind and solar stock prices, and we can confirm H4 for 

the first period. The relationships are absent in the post-crisis period indicating 

that H5 holds. It might be that investors do not treat wind and solar stocks as 

technology stocks anymore. As we suggested in H5, this could be due to the 

increased competitiveness of the wind and solar energies in the power markets 

making the two renewables more comparable to other energy stocks. An extension 

of this argument can be related to the increased knowledge investors have gained 

of the renewable stocks the recent years. Because both wind and solar stocks were 

relatively new before 2008, investors might not have known where to "place 

them" and as a result, categorized them in the same group as pure technology 

stocks due to their similarities. As the wind and solar technologies have become 

more common, it might be that investors today are more able to understand the 

behavior of wind and solar stocks.   
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7.6. Summary and limitations 

To sum up, we have found results confirming some of our hypothesis, but we also 

found some surprising results contradicting what was initially hypothesized and 

what other research on alternative energy stock performance has found. The 

differences can potentially be explained by the unique art of wind and solar 

stocks, and/or by limitations in our model.   

We have deliberately chosen to focus on three explanatory variables to make our 

LA-VAR model comparable to previous studies. Nevertheless, we accept that 

other variations of the model could have been conducted. First and foremost, it 

should be mentioned that a lot of variables were left out during the preparation of 

the model. The most important ones are polysilicon prices
6
, US-Yuan exchange 

rates and electricity prices. Especially the latter would potentially be an important 

factor, but is left out due to the high variation in electricity prices across borders.  

It should also be stressed that regulatory issues play important roles in renewable 

stock performance. Examples of influencing factors are governmental subsidies, 

global political issues such as trade barriers or political crisis, and local matters 

such as access to electricity grids. Factors like these are difficult to implement in a 

model used to test empirics in a global scope, but are important in a discussion.        

Some critique may also be directed at our choice of literature, as none of the 

papers used as primary inspiration are published in what may be considered as top 

journals within the field of finance (with the exception of Toda and Yamamoto 

(1995)). We have however chosen to use these particular papers in our thesis as 

they are the only ones treating the topic of interest. We find their theme and 

methodology interesting, and most suitable for answering our research question.  

8. Conclusion 

The rise of renewable energy will influence energy markets worldwide in the 

upcoming decades. Especially wind and solar power will be dominant in what 

many refer to as the energy transition, moving away from fossil fuels. Different 

                                                 

6 Polysilicon is the main material used to create solar PV cells. It is a hyper pure form of silicon and is the 
earth’s second most abundant element.  
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factors are driving the transition and among the most important we find climate 

concerns, technology advancements and cost reductions.  

The understanding of the renewable energy markets becomes more and more 

important. This study takes a financial approach to understanding the wind and 

solar energy sectors. The study investigates the relationships among wind and 

solar stock prices, interest rates, oil prices and technology stock prices. Through a 

four-variable lag-augmented vector autoregressive model it investigates the 

relationships in two different time periods, the years before the financial crisis of 

2008, and the years after the crisis. It discovers that the behaviours of the indices 

change after the financial crisis. Comparing the wind stocks to the solar stocks, 

the study finds a close resemblance in how the two energy sources react to 

changes in the variables of interest.  

According to Granger causality tests, technology stock prices influence the stock 

prices of wind and solar stocks in the pre-crisis period, while interest rates and oil 

prices have no significant impact on the renewables. This finding is further 

strengthened through the generalized impulse response functions where we find 

that a positive shock to technology stocks results in increased wind and solar 

stock prices, while interest rates and oil prices still show no significance. The 

generalized forecast-error variance decomposition further supports these findings.  

The relationships change in the post-crisis period. We see that neither oil prices, 

interest rates nor technology stock prices Granger cause the wind or solar stock 

prices. According to the impulse response function, there is evidence that an 

increase in technology stock prices and in oil prices lead to an increase in wind 

and solar stock prices. The generalized forecast-error variance decomposition also 

shows that technology has an impact on the renewables, and shows that the wind 

stocks are influenced by oil to a larger degree than the solar stocks. The interest 

rates show no importance in any of the models. In summary, we see that 

technology still impacts the indices of interest, though to a smaller degree that in 

the pre-crisis period, while oil plays a bigger part than before the financial crisis. 

Due to the lack of significant Granger causality, it is however difficult to make 

any clear conclusion regarding technology and oil prices.  

As robustness test, we ran the variables anew in a VECM model and in VAR 

models (not lag-augmented), and we have reported the corresponding Granger 
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causality estimators. The results were very similar to our main model, with the 

exception of technology prices playing a larger role on the wind index in the post-

crisis period.  

All over, our results differ from previous research on renewable energy in that we 

find no big causality running from oil prices and interest rates to the renewable 

energy stocks. Because the previous studies focus on indices consisting of all 

kinds of renewable energy companies, our results might indicate that wind and 

solar stocks, separately, have different characteristics than when investigated in a 

renewable energy index containing all kinds of renewables. We have also 

discovered that the relationships have changed in the two periods we looked at, 

indicating that the indices and their characteristics are changing over time. The 

latter statement makes sense when considering that the renewable sector is still 

relatively new, and it is growing at an incredible rate, making it hard to know its 

drivers and to know what to compare it with. Investors and policy makers should 

have this in mind when investing or choosing political measures.  

We encourage future research to continue investigating the financial 

characteristics of renewable energy companies, and preferably treat the different 

energy sources separately, as done in this paper. When investigating wind and 

solar companies, it could be interesting to also include other factors than the ones 

in our models, such as silicon prices, political regulations, gas prices and different 

price estimates of electricity.  
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10. Appendix 

10.1. Appendix 1 – Unit root testing 

Unit root tests using Augmented Dickey Fuller-test (ADF), Phillips and Perron (PP) tests 

and the Kwiatkowski–Phillips–Schmidt–Shin tests (KPSS). Parenthesis shows selected 

lags using Schwarz information criteria for the ADF tests, and the Newey-West 

bandwidth using Bartell Kernel for the PP and KPSS tests. . ***, ** and * denotes 

statistically significance at the 1%, 5% and 10% level. 

 

 

ADF(lags) PP(NWBW) KPSS(NWBW) ADF(lags) PP(NWBW) KPSS(NWBW)

LSUN -1.333(0) -1.354(4) 1.224(2)*** -10.573(0)*** -10.555(4)*** 0.082(2)

LTECH -1.896(0) -1.969(5) 0.499(9)** -13.390(0)*** -13.285(4)*** 0.064(4)

LOIL -0.545(0) -0.545(0) 1.028(10)*** -12.617(0)*** -12.619(1)*** 0.127(1)

LTBILL -0.541(1) -0.545(5) 1.050(9)*** -15.454(0)*** -15.883(7)*** 0.214(9)

LWIND -2.453(0) -2.436(4) 1.268(10)*** -10.986(0)*** -10.997(5)*** 0.381(5)*

LSUN -1.675(0) -1.694(2) 1.310(16)*** -20.358(0)*** -20.360(1)*** 0.1855(2)

LTECH -1.270(1) -1.025(13) 2.636(16)*** -24.257(0)*** -24.432(10)*** 0.082(14)

LOIL -1.315(0) -1.349(6) 1.550(16)*** -21.604(0)*** -21.590(7)*** 0.123(6)

LTBILL -1.343(1) -1.806(8) 0.800(16)*** -26.780(0)*** -28.630(9)*** 0.220(18)

LWIND -1.258(0) -1.328(6)  0.691(16)** -21.225(0)*** -21.248(6)***  0.361(6)*

Levels First differences

First period

Second period
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10.2. Appendix 2 – Lag length criteria 

 
Lag length criteria for model 1-4, using Akaike Information Criterion (AIC), Hannan-

Quinn criterion (HQ), Schwarz Information Criterion (SC) and the Likelihood Ratio test 

(LR). The stars indicates the suggested lag length recommended by the different criteria.  

10.3. Appendix 3 – Multivariate LM testing 

Shows the multivariate LM test statistics for all four models, up to 10 lags. The LM-Stat is 

calculated using Breusch-Godfrey a test, the Prob shows the significance with null 

hypothesis of no serial correlation.  

(1) (2)

Lag LR AIC SC HQ Lag LR AIC SC HQ

0 NA -3.710737 -3.622945 -3.675063 0 NA -3.601687 -3.513894 -3.566013

1  1259.139  -13.45963*  -13.02066*  -13.28126* 1  1344.514 -14.02816  -13.58920*  -13.84979*

2  24.06986 -13.41265 -12.62251 -13.09158 2   37.17619*  -14.08860* -13.29847 -13.76754

3  24.13219 -13.37288 -12.23158 -12.90912 3  25.47625 -14.06023 -12.91893 -13.59647

4  9.692517 -13.21363 -11.72116 -12.60717 4  8.888370 -13.89392 -12.40145 -13.28747

5  15.23859 -13.10789 -11.26425 -12.35873 5  13.84870 -13.77555 -11.93191 -13.02639

6  10.87308 -12.96619 -10.77138 -12.07434 6 8.869103 -13.61494 -11.42014 -12.72309

7   27.92178* -12.99566 -10.44968 -11.96111 7  21.95457 -13.58591 -11.03993 -12.55136

8  14.87353 -12.90315 -10.00601 -11.72591 8  14.90822 -13.49376 -10.59661 -12.31652

9  15.69970 -12.82589 -9.577580 -11.50596 9  17.20242 -13.43249 -10.18417 -12.11255

10  21.46820 -12.82016 -9.220672 -11.35752 10  23.19157 -13.44590 -9.846413 -11.98327

(3) (4)

Lag LR AIC SC HQ Lag LR AIC SC HQ

0 NA  5.148331  5.187513  5.163832 0 NA  3.676599  3.715781  3.692100

1  6699.148 -11.31473  -11.11882*  -11.23722* 1  6728.186 -12.85816  -12.66225*  -12.78065*

2   45.79833*  -11.35089* -10.99825 -11.21138 2  48.00165  -12.89981* -12.54718 -12.76030

3  18.14725 -11.31855 -10.80918 -11.11703 3  23.77181 -12.88164 -12.37228 -12.68012

4  10.73742 -11.26782 -10.60173 -11.00430 4  17.67269 -12.84856 -12.18247 -12.58504

5  25.60173 -11.25559 -10.43277 -10.93006 5  22.63790 -12.82871 -12.00589 -12.50318

6  22.02992 -11.23476 -10.25521 -10.84723 6   29.40524* -12.82704 -11.84749 -12.43950

7  20.18790 -11.20970 -10.07342 -10.76016 7  16.22726 -12.79158 -11.65530 -12.34204

8  21.53840 -11.18878 -9.895774 -10.67723 8  20.16852 -12.76703 -11.47402 -12.25548

9  22.59031 -11.17130 -9.721561 -10.59774 9  21.90549 -12.74771 -11.29797 -12.17416

10  8.543601 -11.11640 -9.509938 -10.48084 10  5.303359 -12.68403 -11.07757 -12.04847

(1) (2) (3) (4)

Lags LM-Stat Prob LM-Stat Prob LM-Stat Prob LM-Stat Prob

1 5.435 0.993 17.088 0.380 19.044 0.266 16.042 0.450

2 21.080 0.175 22.873 0.117 18.070 0.320 21.343 0.166

3 12.801 0.687 8.409 0.936 9.464 0.893 19.818 0.229

4 19.904 0.225 11.360 0.787 19.105 0.263 18.204 0.312

5 23.856 0.093 12.616 0.701 24.256 0.084 30.018 0.018

6 16.807 0.398 24.733 0.075 11.815 0.757 15.233 0.508

7 13.888 0.607 17.184 0.374 19.380 0.249 20.376 0.204

8 13.135 0.663 7.654 0.959 19.774 0.231 14.010 0.598

9 25.242 0.066 26.013 0.054 10.816 0.821 7.934 0.951

10 24.421 0.081 13.695 0.621 8.903 0.917 26.227 0.051
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10.4. Appendix 4 – Unit root testing 

Reports the inverse roots of the characteristic AR polynomial. If the absolute value of the 

root is less than 1, the root lies inside the unit root circle, and the model can be 

considered as stable. Number of roots is decided by number of endogenous variables (4 

for all four models), times the number of lags; 7, 2, 2 and 6 for model (1), (2), (3) and (4), 

respectively.  

(1) (2) (3) (4)

# Root      Root Modulus      Root Modulus      Root Modulus      Root Modulus

1 0.981 0.981 0.987 0.987 0.997 0.997 1.000 1.000

2 0.981 0.981 0.987 0.987 0.991 0.991 0.983 0.984

3 0.908 0.916 0.897 0.897 0.978 0.979 0.983 0.984

4 0.908 0.916 0.897 0.897 0.978 0.979 0.982 0.982

5 -0.865 0.865 -0.217 0.239 -0.313 0.313 -0.758 0.758

6 0.320 0.861 -0.217 0.239 -0.097 0.097 0.757 0.757

7 0.320 0.861 -0.090 0.090 0.079 0.079 -0.575 0.722

8 -0.543 0.846 -0.047 0.047 0.003 0.003 -0.575 0.722

9 -0.543 0.846 0.473 0.700

10 0.761 0.836 0.473 0.700

11 0.761 0.836 0.245 0.671

12 0.003 0.780 0.245 0.671

13 0.003 0.780 0.566 0.659

14 -0.691 0.778 0.566 0.659

15 -0.691 0.778 -0.355 0.644

16 0.747 0.759 -0.355 0.644

17 0.747 0.759 -0.174 0.624

18 0.563 0.743 -0.174 0.624

19 0.563 0.743 0.139 0.610

20 -0.328 0.723 0.139 0.610

21 -0.328 0.723 -0.506 0.602

22 -0.076 0.697 -0.506 0.602

23 -0.076 0.697 -0.334 0.334

24 -0.565 0.689 0.278 0.278

25 -0.565 0.689

26 0.266 0.666

27 0.266 0.666

28 -0.652 0.652
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10.5. Appendix 5 – Generalized impulse response functions model 1 

Generalized impulse response functions for all variables in model (1). 

10.6. Appendix 6 - Generalized impulse response functions model 2 

Generalized impulse response functions for all variables in model (2). 
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10.7. Appendix 7 - Generalized impulse response functions model 3 

Generalized impulse response functions for all variables in model (3). 

10.8. Appendix 8 - Generalized impulse response functions model 4 

Generalized impulse response functions for all variables in model (4). 
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09327790896196GRA 19502



 

Page 44 

10.9. Appendix 9 – Generalized forecast-error variance decompositions 

for model 1 and 2 

Generalized forecast-error variance decompositions for model (1) and (2), showing lag week 0, 5 

and 10 for all five variables. 

10.10. Appendix 10 - Generalized forecast-error variance 

decompositions for model 3 and 4 

Generalized forecast-error variance decompositions for model (3) and (4), showing lag week 0, 5 

and 10 for all five variables. 

(1) Horizon LSUN LTECH LOIL LTBILL (2) LWIND LTECH LOIL LTBILL

LSUN 0 1.000 0.478 0.022 0.051 LWIND 1.000 0.306 0.035 0.014

5 0.761 0.576 0.014 0.065 0.789 0.508 0.039 0.021

10 0.610 0.555 0.012 0.090 0.529 0.537 0.043 0.084

LTECH 0 0.478 1.000 0.020 0.054 LTECH 0.306 1.000 0.009 0.067

5 0.256 0.832 0.136 0.028 0.132 0.827 0.075 0.031

10 0.166 0.741 0.151 0.027 0.107 0.677 0.087 0.107

LOIL 0 0.022 0.020 1.000 0.007 LOIL 0.035 0.009 1.000 0.005

5 0.111 0.019 0.930 0.037 0.082 0.070 0.883 0.039

10 0.218 0.126 0.794 0.038 0.102 0.392 0.517 0.034

LTBILL 0 0.051 0.054 0.007 1.000 LTBILL 0.014 0.067 0.005 1.000

5 0.207 0.221 0.042 0.823 0.048 0.453 0.047 0.651

10 0.147 0.168 0.032 0.848 0.085 0.671 0.098 0.269

Period 1

(3) Horizon LSUN LTECH LOIL LTBILL (4) LWIND LTECH LOIL LTBILL

LSUN 0 1.000 0.371 0.106 0.009 LWIND 1.000 0.433 0.162 0.002

5 0.988 0.353 0.072 0.002 0.977 0.353 0.226 0.001

10 0.959 0.389 0.047 0.004 0.912 0.297 0.316 0.003

LTECH 0 0.371 1.000 0.132 0.005 LTECH 0.433 1.000 0.131 0.005

5 0.380 0.993 0.121 0.015 0.482 0.964 0.179 0.007

10 0.350 0.969 0.124 0.050 0.431 0.854 0.216 0.080

LOIL 0 0.106 0.132 1.000 0.003 LOIL 0.162 0.131 1.000 0.005

5 0.067 0.101 0.950 0.057 0.125 0.109 0.984 0.023

10 0.031 0.058 0.826 0.130 0.084 0.068 0.948 0.013

LTBILL 0 0.009 0.005 0.003 1.000 LTBILL 0.002 0.005 0.005 1.000

5 0.028 0.011 0.058 0.950 0.003 0.015 0.046 0.915

10 0.107 0.048 0.186 0.813 0.003 0.020 0.053 0.889

Period 2
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10.11. Appendix 11 – Lag length selection for robustness testing 

Lag length criteria for model 1-4, using Akaike Information Criterion (AIC), Hannan-

Quinn criterion (HQ), Schwarz Information Criterion (SC) and the Likelihood Ratio test 

(LR). The stars indicates the suggested lag length recommended by the different criteria.  

10.12. Appendix 12 – Leverage ratios 

 
Yearly average of each leverage ratio for all companies in the wind and solar indices from year 

2014-2017. The averages have been calculated by taking the average of each company´s yearly 

average in the time span. Because the indices consist of different companies each year, the 

averages are of the companies presented in the MAC Global Solar Energy stock index and in the 

ISE Global Wind Energy index as of year 2018. Due to limitations in the data set, the time period 

for this calculation starts in year 2014. The debt/equity, which is the ratio referred to in the text, is 

calculated by dividing total debt by shareholders equity.  

(1) (2)

Lag LR AIC SC HQ Lag LR AIC SC HQ

0 NA -3.710737 -3.622945 -3.675063 0 NA -13.23476 -13.14609* -13.19873

1  1259.139 -13.45963* -13.02066* -13.28126* 1 42.04308 -13.32576 -12.88237 -13.1456

2  24.06986 -13.41265 -12.62251 -13.09158 2 63.81816 -13.60951* -12.81143 -13.28523*

3  24.13219 -13.37288 -12.23158 -12.90912 3 27.75114* -13.60068 -12.44789 -13.13228

4  9.692517 -13.21363 -11.72116 -12.60717 4 19.67807 -13.52832 -12.02082 -12.91579

5  15.23859 -13.10789 -11.26425 -12.35873 5 13.57447 -13.40595 -11.54374 -12.6493

6  10.87308 -12.96619 -10.77138 -12.07434 6 16.16257 -13.31329 -11.09639 -12.41252

7  27.92178* -12.99566 -10.44968 -11.96111 7 12.0778 -13.18601 -10.6144 -12.14111

8  14.87353 -12.90315 -10.00601 -11.72591 8 15.70353 -13.10153 -10.17521 -11.9125

9  15.69970 -12.82589 -9.577580 -11.50596 9 23.51381 -13.10905 -9.828025 -11.7759

10  21.46820 -12.82016 -9.220672 -11.35752 10 22.06695 -13.11175 -9.476018 -11.63448

(3) (4)

Lag LR AIC SC HQ Lag LR AIC SC HQ

0 NA -11.32498 -11.28559* -11.30939* 0 NA -11.89715 -11.85768 -11.88153

1 49.27657* -11.36894* -11.17195 -11.29098 1 259.3621 -12.46512 -12.26777* -12.38701

2 18.58629 -11.33701 -10.98243 -11.19669 2 82.19593 -12.59335 -12.23811 -12.45275*

3 12.76139 -11.29078 -10.7786 -11.08809 3 46.25433 -12.63223 -12.1191 -12.42914

4 23.69363 -11.27291 -10.60313 -11.00785 4 49.12204 -12.67969* -12.00867 -12.41411

5 21.19296 -11.24919 -10.42182 -10.92176 5 26.69689 -12.67021 -11.84131 -12.34215

6 20.07466 -11.22312 -10.23815 -10.83332 6 14.99057 -12.63074 -11.64395 -12.24019

7 20.35889 -11.19835 -10.05579 -10.74619 7 36.49102 -12.64871 -11.50404 -12.19568

8 22.68276 -11.18038 -9.88022 -10.66585 8 27.04354 -12.6424 -11.33984 -12.12687

9 7.669481 -11.12248 -9.664729 -10.54559 9 13.47602 -12.6001 -11.13966 -12.02209

10 11.95843 -11.07653 -9.461184 -10.43727 10 29.01420* -12.60077 -10.98244 -11.96027

Leverage ratios Solar index Wind index

Assets/Equity 5.8932 4.0523

Debt/Equity 2.2473 1.3087

Long Term Debt to Total Capital 0.3955 0.3610

(Total Debt - Cash) / EBITDA 7.9240 3.6492
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