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Again, results are similar across samples, though the 1998 – 2008 sample 

indicates a better goodness of fit across regressions, and a slightly weaker slope 

difference between positive and negative events for the simple regression. In 

general, though, all variables remain significant at the one percent level and there 

does not seem to be any signs of concerns in the data. 

 

6.3 Frequency Comparison 

As explained in the data section, the announcement frequency is measured as the 

number of announcements over the twelve-month period preceding each event. In 

other words, it is a dynamic measure and is event specific. The number of months 

to include in the rolling-estimation window however is completely arbitrary, and 

again, prudence suggests we validate the choice of a 12-month window by 

comparing alternatives. Longer cut-offs were never considered, as the rolling 

window required to compute the measure puts restrictions on where in the sample 

we can initiate event studies - a larger rolling-windows meaning more data is lost. 

In the regression below we therefore compare 3-month and 6-month measures of 

frequency as viable alternatives. 

Table XI 

Frequency Measure Comparisons 

  

Simple                                                  

CAR[0,1] 
 With Controls                                         

CAR[0,1] 

   3-month 6-month 12-month  3-month 6-month 12-month 

Intercept  0.0371*** 0.0376*** 0.0381***   0.0258*** 0.0259*** 0.0262*** 
  (0.0007) (0.0008) (0.0008)  (0.0014) (0.0014) (0.0015) 

Frequency  -0.0679*** -0.0370*** -0.0204***  -0.0622*** -0.0353*** -0.0198*** 
  (0.0081) (0.0047) (0.0026)  (0.0082) (0.0047) (0.0027) 

Positive  0.0082*** 0.0096*** 0.0100***  0.0084*** 0.0099*** 0.0101*** 
  (0.0013) (0.0015) (0.0016)  (0.0013) (0.0015) (0.0016) 

Frequency x Positive  -0.0343** -0.0283*** -0.0152***  -0.0377*** -0.0299*** -0.0158*** 
  (0.0142) (0.0085) (0.0049)  (0.0141) (0.0084) (0.0049) 

Control Variables 

Weekdays  
       

Value  
    X X X 

Years listed  
    X X X 

Relative Turnover  
    X X X 

Industries  
    X X X 

Time of day      X X X 

R-squared   0.70 % 0.80 % 0.80 %   3.10 % 3.20 % 3.20 % 

Adjusted R-squared  0.70 % 0.70 % 0.70 %  3.00 % 3.10 % 3.10 % 

Observations   29 150 29 150 29 150   29 150 29 150 29 150 
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Contrasted with previous robustness checks – though coefficients are similar in 

terms of significance, as they are mostly significant at the one percent level - there 

are stark differences in coefficient values. This does not immediately reflect upon 

the twelve-month measure, as the three alternatives are fundamentally different. 

To be clear, each alternative operates with a distinct distribution. To illustrate, see 

figure 3 below.9 

 

 

Figure 3: Frequency Measure Distributions 

The three-month measure, relative to the twelve-month measure, has no longer-

term memory, but seems better at capturing clustering of news announcements. 

Because of these distinctions they cannot strictly be compared based on model 

coefficients alone; instead, for purposes of comparison, we apply distribution 

                                                 

9 For scatter plots of frequency measures in relation to CAR[0,1] see appendix A4. 
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measures of location to their respective models. For fitted model values, see table 

XII below. 

Table XII 

Fitted Values – Frequency Measures 

Panel A: Distribution Characteristics 

 Mean Min 25 %  50 % 75 % Max 

12 Month 25 0 16   23 32 151 

6 Month 13 0 7  11 16 79 

3 Month 6 0 3   5 8 41 

Panel B: Fitted Values 

 Positive  Negative 

Frequency 3 Month 6 Month 12 Month  3 Month 6 Month 12 Month 

0% 4.5 % 4.7 % 4.8 %  3.7 % 3.8 % 3.8 % 

25% 4.2 % 4.2 % 4.2 %  3.5 % 3.5 % 3.5 % 

50% 4.0 % 4.0 % 3.9 %  3.4 % 3.3 % 3.4 % 

Mean 2.0 % 3.9 % 3.8 %  3.3 % 3.3 % 1.9 % 

75% 3.7 % 3.6 % 3.5 %  3.2 % 3.1 % 3.2 % 

100% 0.4 % -0.8 % -1.2 %  0.8 % 0.6 % 0.8 % 

 

From the fitted table we now see that despite large absolute differences in 

coefficient values, the fitted values of each respective model are similar. As with 

previous checks we assume that similarity across specification indicates 

robustness, and that the slight differences are insufficient to put the results of the 

main analysis into question. 

 

6.4 Sample Survivorship Bias 

As mentioned in section 3.1 our study spans all announcements made by all 

currently listed companies on the OSE. Currently listed companies is the key 

phrase for this robustness check, as the specification leaves out a lot of data from 

all the firms that have been delisted over the years. We think it is fair to assume 

that this decision introduces some form of survivorship bias to the sample, though 

exactly how present bias would influence the relationship of Frequency and 

impact is unclear. The reason this data was left out was because – while news and 

price data for delisted companies is available to us – most of the data is flawed, 

and much of the control variable data is not available at all. This impacts this 

robustness test in two ways: first, we have an incomplete sampling of delisted 

companies meaning inferences draw from this sample may not be representative 

of the population, and second, we are left with only one vector of controls, namely 
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Time of Day. The following regression will compare three samples: live-, dead- 

and combined data, which represent the sample used in the main analysis, the 

sample of delisted companies, and a combined sample. 

Table XIII 

Delisted- & Listed-Company Sample Comparisons 

 

Simple 

CAR[0,1] 
 With Controls 

CAR[0,1] 

 Dead Live Combined  Dead Live Combined 

Intercept 0.0417*** 0.0381*** 0.0399***   0.0343*** 0.0351*** 0.0361*** 
 (0.0018) (0.0008) (0.0008)  (0.0020) (0.0010) (0.0009) 

Frequency  -0.0017 -0.0205*** -0.0184***  -0.0005 -0.0219*** -0.0195*** 
 (0.0065) (0.0026) (0.0025)  (0.0064) (0.0026) (0.0025) 

Positive 0.0150*** 0.0100*** 0.0118***  0.0154*** 0.0101*** 0.0119*** 
 (0.0032) (0.0016) (0.0015)  (0.0032) (0.0016) (0.0015) 

Frequency x Positive -0.0169 -0.0153*** -0.0176***  -0.0174 -0.0154*** -0.0176*** 

  (0.0116) (0.0049) (0.0046)   (0.0116) (0.0049) (0.0046) 

First Half    
 0.0063*** 0.0018 0.0043*** 

    
  (0.0018)  (0.0015)  (0.0012) 

Pre Market    
 0.0087*** 0.0039*** 0.0047*** 

    
  (0.0019)  (0.0014)  (0.0011) 

Post Market    
 0.0505*** -0.0006 0.0154*** 

       (0.0062)  (0.0023)  (0.0026) 

R-squared 0.50 % 0.80 % 0.60 %  1.90 % 1.00 % 0.80 % 

Adjusted R-squared 0.40 % 0.70 % 0.60 %  1.80 % 1.00 % 0.90 % 

Observations 11847 29153 41000   11847 29153 41000 

 

As shown above, there are fundamental differences between the dead and live 

sample, and the combined sample seems to mirror the live sample, as it 

contributes the strong majority of events. Frequency is not significantly different 

from zero for the dead data, though there is a significant Positive indicator 

variable, indicating that positive news tend to be more impactful than negative in 

this sample. It follows that the dead model has a poorer goodness of fit with an 

adjusted R-squared of 0.40%. One might conclude from the fact that the combined 

dataset’s Frequency coefficient remains significant that the inclusion of dead data 

would not have impacted the main analysis, but as we mentioned above, a 

complete sample of dead data would be much larger – and possibly display 

different characteristics. We therefore recognize that this might have influenced 

the main analysis, though further analysis is required to ascertain whether this is a 

sampling phenomenon or not. 
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6.5 Overlapping Events 

The sample which we have used for the analysis throughout the paper consists of 

roughly thirty-thousand observations, but as explained in section 4.3, it is adjusted 

to exclude overlapping events. The rationale is to avoid double- or triple-counting 

returns and overweighting a select number of announcements relative to others. 

The effect of the adjustment is of course that closely positioned announcements 

are eliminated - possibly biasing the sample by excluding mostly high-frequency 

events. In fact, we know it does – in general – as the revised full sample includes 

almost 20,000 additional observations; has a mean frequency of 29.8 relative to 

the normal mean frequency of 26.0; and has a median frequency of 25.3 relative 

to the normal median frequency of 23. To determine what impact this has on 

model coefficients, we compare the normal sample to the full sample.  

Table XIV 

Extended Versus Adjusted Sample Comparison 

  

Baseline                                                  

CAR[0,1] 
 With Controls                                         

CAR[0,1] 

    Adjusted Full Sample  Adjusted Full Sample 

Intercept  0.0381*** 0.0391***   0.0262*** 0.0279*** 

   (0.0008) (0.0006)   (0.0015) (0.0011) 

Frequency  -0.0204*** -0.0225***  -0.0198*** -0.0226*** 

   (0.0026) (0.0000)   (0.0027) (0.0000) 

Positive  0.0100*** 0.0090***  0.0101*** 0.0090*** 

   (0.0016) (0.0012)   (0.0016) (0.0011) 

Frequency x Positive  -0.0152*** -0.0133***  -0.0158*** -0.0123*** 

   (0.0049) (0.0000)    (0.0049) (0.0000) 

Control Variables 

Weekdays  
     

Value     X X 

Years listed  
   X X 

Relative Turnover  
   X X 

Industries  
   X X 

Time of day     X X 

R-squared   0.80 % 1.00 %   3.20 % 3.30 % 

Adjusted R-squared  0.70 % 1.00 %  3.10 % 3.30 % 

Observations   29 150 48 530   29 150 48 530 

 

The two samples exhibit similar characteristics, and both find Frequency to be 

significantly different from zero at the one percent level. For the simple model 

there are slight differences in slope differentials and the Positive intercept, but 
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they really are slight. The problem with using this robustness check for validation 

of course is that the full dataset is methodically flawed and does not represent 

legitimate alternative to the design used – this test primarily serves as a sanity 

check to see that results fall in line with expectations. In conclusion, we do not see 

any reasons to think that the baseline model was significantly compromised by the 

slight frequency bias, though it might have had negligible effects. 

 

6.6 Frequency as a Proxy for Information Flow 

The last thing we wish to examine is whether Frequency is an appropriate 

measure for information flow by contrasting it to an alternative measure. We have 

made it clear that our research question focuses on investigating the effects of 

information flow on abnormal returns, where Frequency was selected as the proxy 

for information flow. It would however, be completely reasonable to use a range 

of other measures as proxies, and one we had in mind at the start of the process, 

was to use the number of days between news announcements. This variable, 

termed Interval, would be defined as the number of days between the current 

event and the last, and in many ways would be a counterpart to Frequency in the 

sense that a large announcement frequency would translate to a smaller mean 

interval in the sample. Before addressing regression results, we should make clear 

that contrary to Frequency which keeps track of all events in a year, Intercept has 

no long-term memory - and is reset to the value one after every event. To give a 

sense of data, we have included a plot the two variables relative to announcement 

cumulative abnormal returns below. 
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Figure 4: Announcement Returns by Frequency and Interval 

The axes of the two figures are different, with the interval axis extends to 175 

rather than 125, but the y-axes are identical. As we can tell, Interval has a lower 

median but greater kurtosis than Frequency. Full regression outputs for Interval 

are shown below. 
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Table XV 

Interval as Proxy for Information Flow 

 

(1)  
CAR[0,1] 

(2)  
CAR[0,1] 

(3)  
CAR[0,1] 

(4)  
CAR[0,1] 

(5)  
CAR[0,1] 

(6)  
CAR[0,1] 

(8)  
CAR[0,1] 

Intercept 0.0318*** 0.0288*** 0.0337*** 0.0315*** 0.0375*** 0.0199*** 0.0221*** 

 (0.0005) (0.0008) (0.0005) (0.0005) (0.0008) (0.0011) (0.0014) 

Interval 0.0094*** 0.0098*** 0.0076** 0.0098*** 0.0092*** 0.0104*** 0.0098*** 

 (0.0030) (0.0030) (0.0030) (0.0030) (0.0030) (0.0029) (0.0030) 

Positive 0.0071*** 0.0072*** 0.0068*** 0.0072*** 0.0071*** 0.0072*** 0.0071*** 

 (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) 

Interval x Positive -0.0083** -0.0087*** -0.0068** -0.0086*** -0.0080** -0.0089*** -0.0083** 

  (0.0033) (0.0033) (0.0033) (0.0033) (0.0033) (0.0033) (0.0034) 

Control Variables 

Time of Day  X     X 

Value   X    X 

Relative Turnover    X   X 

Years Listed     X  X 

Industries      X X 

Weekdays              

R-squared 0.30 % 0.50 % 1.10 % 0.40 % 0.70 % 1.60 % 2.70 % 

Adjusted R-squared 0.30 % 0.50 % 1.10 % 0.40 % 0.60 % 1.50 % 2.70 % 

Observations 29 150 29 150 29 150 29 150 29 150 29 150 29 150 

 

Table XV shows us that Interval, across model specifications, maintains a positive 

coefficient, significant at the one percent level. This is important to note, because 

it validates Frequency as a measure of information flow to some degree. 

However, like with the different Frequency measures compared in section 6.3, the 

models are not fully comparable because of the fundamental difference of the 

measures and it is therefore hard to infer much more without fitting values. Fitted 

values are shown below: 

Table XVI 

Fitted Values – Frequency and Interval 

Measure  Positive  Negative 

Interval Frequency   Frequency Interval   Frequency Interval 

3743 0  4.81 % 415.6 %  3.8 % 38.4 % 

14 16  4.24 % 5.4 %  3.5 % 3.3 % 

13 23  3.99 % 5.3 %  3.3 % 3.3 % 

8 25  3.91 % 4.8 %  3.3 % 3.3 % 

4 32  3.67 % 4.3 %  3.2 % 3.2 % 

3 151   -0.57 % 4.2 %   0.7 % 3.2 % 
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The table is fitted by two parameters. Frequency values are fitted by the leftmost 

column while Interval is fitted by the second to leftmost column. The frequency 

(interval) level corresponds to the minimum- (maximum-), 25%- (75%-), 50%- 

(mean-), mean- (50%-), 75%- (25%-), and maximum (minimum) measures of 

frequency (interval). The table shows some disparity between the two measures 

for positive news events, while negative news events are close to identical. The 

first and last rows represent the outliers of the two measures and the focus for 

interpretation in our view should be on the middle rows. Taking this into account, 

differences are not substantial, and are in line with each other. In other words, the 

results indicate that there is a relationship between information flow and abnormal 

returns on the OSE, where stronger information flow equates to lower average 

intervals or higher average frequencies of news announcements. 
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7. Categorical Analysis 

One major limitation of the prior analyses is the fact that we look at a broad news 

sample rather than looking specifically at meaningful subclassifications of news. 

Ideally, we would have liked to conduct deeper analyses of specific categories and 

present a more nuanced picture of impact variability and how it changes across 

categories of announcements. The primary reason we are not able to do this is 

simply because we do not have rich enough data and can only categorize events 

by the contents of news headers - which makes manual categorization imprecise 

and means that inferences drawn could be less meaningful or incorrect. However, 

we find that there is in fact one category of news that is relatively unambiguous 

and easy to identify – the category of contract announcements. In this section, as a 

short tangent to the main analysis, we therefore want to present you with a 

narrower rendering of the effects of information flow, looking specifically at 

contracts. In general, we expect there to be close to no noise in the sample of 

contract announcements, we expect events to be comparable, and we therefore 

expect to be able to draw inferences which will meaningfully complement or 

contrast the findings of the main analysis. In table XVII below, we regress a 

sample of 1615 contract news issuances. 

Table XVII 

Contract Sample Regressions 

  

(1)  

CAR[0,1] 

(2)  

CAR[0,1] 

(3)  

CAR[0,1] 

(4)  

CAR[0,1] 

(5)  

CAR[0,1] 

(6)  

CAR[0,1] 

(8)  

CAR[0,1] 

Intercept 0.0295*** 0.0287*** 0.0297*** 0.0295*** 0.0361*** 0.0204*** 0.0229*** 
  (0.0028)  (0.0032)  (0.0029)  (0.0028)  (0.0036)  (0.0040)  (0.0048) 

Frequency -0.0176** -0.0192** -0.0082 -0.0178** -0.0172** -0.0114 -0.0022 
  (0.0082)  (0.0083)  (0.0082)  (0.0082)  (0.0081)  (0.0082)  (0.0088) 

Positive 0.0208*** 0.0205*** 0.0209*** 0.0209*** 0.0202*** 0.0205*** 0.0199*** 
  (0.0050)  (0.0050)  (0.0049)  (0.0050)  (0.0049)  (0.0048)  (0.0048) 

Frequency x -0.0238 -0.0233 -0.0265* -0.0243 -0.0227 -0.0231 -0.0244* 

Positive  (0.0149)  (0.0151)  (0.0147)  (0.0150)  (0.0148)  (0.0144)  (0.0145) 

Control Variables 

Time of Day  X     X 

Value   X    X 

Relative 

Turnover 
   X   X 

Years Listed     X  X 

Industries      X X 

Weekdays              

R-squared 3.00 % 3.30 % 4.10 % 3.10 % 3.60 % 4.40 % 6.60 % 

Adj. R-squared 2.80 % 3.00 % 3.90 % 2.80 % 3.40 % 3.80 % 5.60 % 

Observations 1 615 1 615 1 615 1 615 1 615 1 615 1 615 
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Interestingly we see in table XVII that Frequency is still an indicator of impact in 

the baseline model (1), and its sign corresponds with previous analyses throughout 

the model specifications. However, regression models 3, 6 and 8, including Value 

and Years Listed, seems to actually explain away the effects of Frequency to the 

point where the coefficient becomes non-significant. In other words, for this 

category of news, the inclusion of controls does seem to explain the relationship 

previously captured by Frequency. There are no significant slope differences 

between positive and negative news for any model specifications, though the 

Positive intercept does remain significant at the one percent level for all models. 

The latter point however, we would argue, is not surprising, as we would expect 

contracts to - for the most part – be a non-negative event. In other words, it would 

be very surprising if Positive was not significantly different from zero in this 

sample, as we expect contracts to be an asymmetrically positive category and for 

negative events to be rare. In summary, looking at a subcategory of news where 

we know with certainty the observations are all comparable and no large mass of 

obfuscating noise is present, we find that Frequency no longer inversely correlates 

with abnormal returns. This supports the notion that the relationship found in the 

main analysis may be a direct result of the composition of news in the sample 

rather than a general observable relationship. 
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8. Conclusion 

In our analysis of the effects of information flow on abnormal returns, proxied by 

Frequency, as our primary explanatory variable, we find that a relationship seems 

to exist for the mass of news issued by currently listed companies on the OSE 

over the last twenty years and that positive events exhibit a stronger relationship 

in general. This result holds across methodological variations of the Frequency 

measure and for the alternative proxy, Interval. The result holds in the first half- 

and second half of the period independently; they hold for all reviewed return-

adjustment models; and they hold when controlling for the frequency bias inferred 

from the exclusion of - generally higher frequency - overlapping events. 

Conversely, the inclusion of data from delisted companies seems to reduce the 

effect of Frequency, though the data of delisted companies is incomplete. 

Including the population sample of news announcements made my delisted 

companies could feasibly have both strengthened or weakened the relationship, 

and we therefore argue that the effect of survivorship bias in the sample is 

inconclusive. The most important, contrasting result to our main analysis, is that 

the same relationship does not hold for a sub-sample of contract announcements. 

We interpret this as an indication that information flow’s effects on abnormal 

returns cannot be extrapolated to specific groupings of news within the aggregate 

sample. Further analysis would be required to fully isolate the differences across 

categories of news. 
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9. Shortcomings 

While we conclude that a relationship exists between information flow and 

abnormal event returns, there are several shortcomings to our analysis we would 

like to address. The first point relates to the fact that the data used for the study is 

heteroscedastic and non-normal (see appendix C). Heteroscedasticity is 

acknowledged and responded to with the use of heteroscedasticity robust standard 

errors in all regressions, but it is less clear how to respond to the issue of non-

normality. This is a problem for drawing credible inferences and this should be 

kept in mind when reading the paper. Second, when looking at reactions to news, 

we do not expect daily data to be adequate. Having two datapoints represent a 

forty-eight-hour period following a news-event leaves out a lot of information that 

could and probably should have impacted our analysis. This ties into a third issue, 

namely the fact that we look at news events issued by the OSE in isolation. For all 

we know, a single trading day could contain several news events where only one 

is issued through Newsweb and while there was a clear reaction to the Newsweb 

issue within the first ten minutes, other events may have cancelled out or 

magnified the effects before trading commencement. The use of daily data also 

pronounces issues related to return attribution as discussed in section 3.2. When 

an event is issued one minute after the exchange closes, we choose to attribute the 

next day’s returns as 𝜏0, while if it was issued ten minutes previously, we would 

have attributed the whole days returns to the same event. With higher frequency 

data we would be able to make more nuanced decisions in terms of return 

attribution and generally would have to make less methodological compromises. 

Most importantly, while we would defend the design of the study in general, we 

recognize that slight methodological differences could have had large impacts on 

general findings. 
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Appendix A 

 

A1. Noise List 

 
FINANCIAL CALENDAR 

INVITATION TO PRESENTATION 

ORDINARY GENERAL MEETING 

PRESENTATION OF RESULTS 

INVITATION TO 1Q 

INVITATION TO 2Q 

INVITATION TO 3Q 

INVITATION TO 4Q 

ANNUAL GENERAL MEETING 

INVITATION TO EARNINGS RELEASE 

INVITASJON TIL PRESENTASJON 

FINANSIELL KALENDER 

ORDINÆR GENERALFORSAMLING 

PRESENTASJON AV RESULTAT 

RENTEREGULERING 

NY RENTE 

EX-DIVIDEND 

 

To address the issue of overlapping events, we implemented a two-stage solution 

as discussed in section 4.3. The first part included removing any non-relevant 

news issuances – noise - which would almost certainly not include any new 

information and therefore should not earn any abnormal returns. In practice, news 

which headers included any of the phrases above were removed. 

 

A2. Simple T-tests 

T-tests were performed on the aggregate mean measures of the CAR[0,1]-, AR0-, 

and AR1 variables. 

 Mean t-stat 5% Critical Value 1% Critical Value 

CAR[0,1] 0.004431 9.42651 1.960061 2.57603 

AR0 0.004367 12.175815 1.960061 2.57603 

AR1 0.000064 0.210329 1.960061 2.57603 
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As shown in the table, AR1 was found to not be significantly different from zero, 

while the remaining two were found to be significantly different from zero at the 

one percent level. 

 

A3. F-tests of Quartile Differences in Variance 

A comparison of frequency-quartile variance levels found that the first quartile is 

shown to be significantly different from all other quartiles of higher 

announcement frequencies: 

  Q1 Q2 Q3 Q4 

Q1 1    
Q2 1.54*** 1   
Q3 2.03*** 1.32*** 1  
Q4 2.25*** 1.46*** 1.11*** 1 

 

This result holds across quartiles and is interpreted as an indication that there may 

be a relationship between Frequency and impact. This however, is not included as 

proof of any hypothesis – it is only meant to serves as a preliminary sanity test to 

show that there might be something worth investigating in the general sample. 
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A4. Alternative Frequency Measures 

 

The plot shows cumulative abnormal returns fitted against Frequency for three 

different methodological variations of the variable. The first uses a three month-, 

the second uses a six month-, and the last uses a twelve-month rolling-window to 

estimate the announcement rate of a firm at the time of an individual event. 
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Appendix B 

 

B1. Full Baseline Regression Output 

 

The Baseline- and Expanded Models 

  
(1) 

CAR[0,1] 

(2) 

CAR[0,1] 

(3) 

CAR[0,1] 

(4) 

CAR[0,1] 

(5) 

CAR[0,1] 

(6) 

CAR[0,1] 

(8) 

CAR[0,1] 

Intercept 0.0381*** 0.0352*** 0.0382*** 0.0381*** 0.0431*** 0.0252*** 0.0262*** 

 (0.0008) (0.0010) (0.0008) (0.0008) (0.0010) (0.0013) (0.0015) 

Frequency -0.0204*** -0.0218*** -0.0148*** -0.0215*** -0.0191*** -0.0221*** -0.0198*** 

 (0.0026) (0.0026) (0.0027) (0.0027) (0.0026) (0.0027) (0.0027) 

Positive 0.0100*** 0.0101*** 0.0101*** 0.0101*** 0.0098*** 0.0100*** 0.0101*** 

 (0.0016) (0.0016) (0.0016) (0.0016) (0.0016) (0.0016) (0.0016) 

Frequency x  -0.0152*** -0.0153*** -0.0161*** -0.0155*** -0.0148*** -0.0150*** -0.0158*** 

Positive (0.0049) (0.0049) (0.0049) (0.0049) (0.0049) (0.0049) (0.0049) 

First Half  0.0022**     0.0016* 

  (0.0010)     (0.0010) 

Pre Market  0.0065***     0.0063*** 

  (0.0009)     (0.0009) 

Post Market  -0.0007     -0.0006 

  (0.0012)     (0.0012) 

Relative Turnover    0.0022***   0.0019** 

    (0.0008)   (0.0008) 

Value   -0.0001***    -0.0001*** 

   (0.0000)    (0.0000) 

Years Listed     -0.0007***  -0.0004*** 

     (0.0001)  (0.0001) 

I1      0.0006 0.0129*** 

      (0.0015) (0.0016) 

I10      0.0219*** 0.0204*** 

      (0.0014) (0.0014) 

I2      0.0101*** 0.0125*** 

      (0.0018) (0.0018) 

I3      0.0183*** 0.0175*** 

      (0.0018) (0.0018) 

I4      -0.0050*** -0.0050*** 

      (0.0019) (0.0019) 

I5      0.0071*** 0.0064*** 

      (0.0022) (0.0022) 

I6      0.0182*** 0.0181*** 

      (0.0013) (0.0014) 

I7      0.0007 0.0019 

      (0.0012) (0.0012) 

I8      0.0076*** 0.0085*** 

      (0.0016) (0.0016) 

I9      0.0103*** 0.0102*** 

            (0.0012) (0.0012) 

R-squared 0.80 % 1.00 % 1.50 % 0.90 % 1.10 % 2.00 % 3.20 % 

Adj. R-squared 0.70 % 1.00 % 1.40 % 0.90 % 1.10 % 2.00 % 3.10 % 

Observations 29150 29150 29150 29150 29150 29150 29150 

09993570948263GRA 19502



 

 

 

 

46 

The regression output above shows all regression models from the main analysis – 

including coefficient values and significance levels. 

 

B2. Weekday Regression 

The Baseline- and Weekday Model 

 

(1) 

CAR[0,1] 

(7) 

CAR[0,1] 

Intercept 0.0381*** 0.0382*** 

 (0.0008) (0.0012) 

Frequency -0.0204*** -0.0204*** 

 (0.0026) (0.0026) 

Positive 0.0100*** 0.0100*** 

 (0.0016) (0.0016) 

Frequency x Positive -0.0152*** -0.0153*** 

  (0.0049) (0.0049) 

Friday  -0.0003 

  (0.0012) 

Thursday  0.0006 

  (0.0012) 

Tuesday  -0.0004 

  (0.0012) 

Wednesday  -0.0004 

    (0.0013) 

R-squared 0.80 % 0.80 % 

Adj. R-squared 0.70 % 0.70 % 

Observations 29150 29150 

 

Because of margin specifications, we were not able to fit all regression models in 

a single table. We therefore decided to leave out the model with the lowest 

improvement from the baseline model; the Weekdays regression model. This 

regression model is instead shown here. 
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B3. Indicator Variable Quartile Means 

Quartile Means Sorted by Frequency - Time of Day 

  Frequency Pre Market Post Market First Half Second Half Obs 

Q1 11,13 37,7 % 10,7 % 24,0 % 27,5 % 8 230 

Q2 20,00 41,3 % 8,4 % 24,3 % 25,9 % 6 729 

Q3 27,73 43,3 % 7,7 % 25,1 % 23,8 % 7 145 

Q4 44,49 45,6 % 6,9 % 24,9 % 22,5 % 7 046 

Q1-Q4 -33.35 -7.9%*** 3.8*** -0.9% 5.0%*** 7 046 

 

Quartile Means Sorted by Frequency - Industries 

  Frequency I1 I2 I3 I4 I5 I6 

Q1 11,13 0,3 % 4,1 % 6,3 % 2,7 % 4,0 % 28,3 % 

Q2 20,00 0,3 % 4,7 % 4,5 % 1,0 % 2,5 % 34,7 % 

Q3 27,73 1,2 % 4,6 % 3,9 % 0,2 % 2,4 % 32,1 % 

Q4 44,49 4,4 % 6,6 % 1,9 % 0,0 % 2,6 % 31,8 % 

Q1-Q4 -33.35 -4.1%*** -2.4%*** 4.4%*** 2.8%*** 1.4%*** -3.5%*** 

  Frequency I7 I8 I9 I10 I11 Obs 

Q1 11,13 7,4 % 7,0 % 22,7 % 12,5 % 4,6 % 8230 

Q2 20,00 4,4 % 8,8 % 21,5 % 13,9 % 3,7 % 6729 

Q3 27,73 3,6 % 10,3 % 22,8 % 15,5 % 3,4 % 7145 

Q4 44,49 5,4 % 7,8 % 22,0 % 16,2 % 1,5 % 7046 

Q1-Q4 -33.35 2.0%*** -0.8%* 0.7% -3.6%*** 3.1%*** 7046 

 

Quartile Means Sorted by Frequency - Weekday 

  Frequency Monday Tuesday Wednesday Thursday Friday Obs 

Q1 11,13 16,7 % 18,7 % 20,9 % 22,5 % 21,3 % 8230 

Q2 20,00 17,5 % 19,5 % 20,3 % 22,1 % 20,7 % 6729 

Q3 27,73 17,5 % 19,7 % 21,0 % 20,8 % 21,0 % 7145 

Q4 44,49 18,3 % 19,1 % 21,4 % 21,4 % 19,7 % 7046 

Q1-Q4 -33.35 -1.6%*** -0.5% -0.6% 1.1% 1.6%** 7046 
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B4. Price Data  

Date AFG AFK … WWI-OS WWIB-OS 

26/01/1998 5.73 506.97 … 70 70 

27/01/1998 5.73 506.97 … 69 70 

28/01/1998 5.73 506.97 … 68.75 70 

29/01/1998 5.73 506.97 … 69 70 

… … … … … … 

23/01/2018 129.5 3380 … 262.5 260 

24/01/2018 132 3380 … 263.5 259 

25/01/2018 131 3380 … 259.5 253 

26/01/2018 118.5 3340 … 259 254 

 

The above table shows an example of the price data we use for event study 

procedures. The prices displayed are daily closing prices. 

 

B5. News Data 

 

Statoil 

 

10/06-2002 

 

08:30:32 

 

STL 

 
STL - UK GAS 

CONTRACT FOR 

STATOIL (OBI) 

 

Statoil 

 

10/06-2002 

 

08:30:03 

 

STL 

 
STL - STATOIL MED 

STORT GASSALG 

TIL UK (OBI) 

 

Statoil 

 

03/06-2002 

 

09:12:09 

 

STL 

 
STL -  STATOIL GETS 

GO-AHEAD FOR 

SNØHVIT (OBI) 

 

Statoil 

 

03/06-2002 

 

09:03:45 

 

STL 

 
STL -  STATOIL 

FÅR GRØNT LYS 

FOR SNØHVIT 

(OBI) 

 

News data contains the company name, the date of the announcement, the time of 

the announcement, the company ticker, and the title of the announcement. The 

complete dataset contains all news related to a single company and includes a 

separate .csv file for each relevant company. 
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B6: Pricing Factors Daily (Including Fama-French Factors) 

Date SMB HML PR1YR UMD Rf(1d) EW VW Allshare 

19861201 -0.004 0.000 -0.001 0.000 0.001 -0.003 -0.004 -0.003 

19861202 -0.006 -0.002 0.013 0.006 0.001 -0.015 -0.014 -0.012 

19861203 -0.003 -0.004 0.011 -0.002 0.001 -0.024 -0.019 -0.019 

19861204 -0.007 0.000 0.015 0.013 0.001 -0.009 -0.006 -0.002 

19861205 0.000 -0.005 -0.011 -0.004 0.001 0.006 0.002 0.000 

19861208 0.005 -0.001 -0.004 0.003 0.001 -0.009 -0.010 -0.009 

19861209 0.010 0.008 0.001 0.003 0.001 -0.009 -0.013 -0.017 

19861210 0.000 0.005 -0.002 0.009 0.001 0.006 0.007 0.008 

19861211 -0.017 -0.015 -0.010 -0.017 0.001 0.004 0.010 0.012 

 

The Fama-French 3-factor portfolios are calculated by Bernt Arne Ødegaard.  
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Appendix C 

Before starting our analysis, we conducted diagnostics testing on our data 

samples. The first regression assumption, 𝐸(𝜀𝑖) = 0 is met from the fact that we 

include an intercept in all regression models (Brooks 2014). The second 

assumption, 𝜎𝑢
2 < ∞, that the variance of the residuals is finite and constant, i.e., 

that the residuals are homoscedastic is not met as shown in the plots below. The 

first plot shows fitted residual values of our baseline regression, while the second 

plot shows fitted values of the extended regression (model 8) including controls. 

 

 

 

We observe residuals spread unevenly across fitted values, growing larger for 

higher values of predictors in the model. In other words, the plots visually seem to 
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indicate the presence of heteroscedasticity which is confirmed by running a 

Breusch-Pagan test for heteroscedasticity as shown below. 

 

Breusch-Pagan test for Heteroscedasticity 

  Baseline Model Model with Controls 

Langrange Multiplier Statistic 80.2352 78.1661 

Lagrange Multiplier P-Value 0.0000 0.0000 

F-Statistic 40.2256 39.1855 

F-Statistic P-value 0.0000 0.0000 

 

To address the issue of heteroscedasticity in our data, we run all regressions using 

heteroscedasticity-robust standard errors. While the third and fourth assumptions 

of the CLRM model do not affect us, the fifth assumption does, i.e., the 

assumption of normally distributed residuals. To test, we first computed Q-Q plots 

of the dataset for the baseline- and extended model. Plots are shown below. 

 

 

09993570948263GRA 19502



 

 

 

 

52 

 

The plots do not correspond with our expectations of a normal dataset as the 

residuals do not hug the line. We therefore conduct standardized testing for 

normality using the Jarque-Bera test. 

 

Jarque-Bera Statistics from Regression Models 

  test-statistic p-value 

Model 1 139803947.8 0.0000 

Model 2 … 0.0000 

Model 3 … 0.0000 

Model 4 … 0.0000 

Model 5 … 0.0000 

Model 6 … 0.0000 

Model 7 … 0.0000 

Model 8 149006540.5 0.0000 

 

We know that the critical value of the Jarque-Bera test is 4, where the null 

hypothesis is normality. This hypothesis, in other words, is firmly disproven. 

Lastly, for diagnostics purposes, we plotted standardized residuals over leverage. 

These plots are helpful to examine the influence of outliers on the model fit. 

Figures are shown below for the baseline and extended model. 
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Although we observe extreme values, there seem to be no influential outliers in 

the sample that alter the regression model to any significant extent, as none of the 

extreme values exceed Cook’s distance. 
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