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Abstract

The world is continuously shifting from fossil fuel to more environmental friendly
sources of energy. Many articles and recognized newspapers have questioned the
prevalence of oil as thenain source of energy, particularly for transportation
purposes. In this sense the growth of electric vehicle (hereafter EV) consumption
has increased and the demand for lithium as the main component of batteries has
also been in the spotlight. Newspapexsch as the Financial Times, argue that
lithium would be the future substitute for oil. In this thesis, we examine the link
between EV sale, oil prices and lithium prices, with the intention of detecting if
there is a relationship between these threealles and whether lithium is a

possible substitute for oil.

We apply a VECM to all three target variables. We found fairly good models to
explain oil prices and lithium prices when treating them as endogenous variables.
However, when choosing EV saletasget equation the obtained results were not
satisfying. The most robust model was found when the target equation was the
lithium prices. Our results from this model show that there is a long run relationship
between the variables; which confirm our bedie. The causality is mostly from

EV sale and oil prices towards lithium prices. Additionally, we have detected the
impulse response and variance decomposition to see the reaction of the variables
when introduces to shocks. Our results shows no eviderakh#ing a substitute

for lithium. According to our causality tests, we conclude the opposite. Both EV
sale and lithium prices are influenced by the fluctuations in the oil price, meaning
that shocks such as increased demand or price would not havewertby effect

on the oil prices.
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1 Introduction
1.1 Motivation

We want our research to be of interest and matter to a widierece, not only

wealthy investors. In this regard we believe that a popular topic from the news is
required. As we acknowledge the importance of renewable energy and
environmental friendly alternatives, we want to build our thesis around EVs and
commodites that have or may have an impact on the world economy. Lithium
caught our attention, as it is an important component in the batteries which represent
the most expensive component of EVs, in addition to being a hot topic in media;
many times referredtas A The new gasolineo. Durir
Hykawy and Tom Chudnovsky from Stormcrow Canada, we were inspired to dig

deeper into the relationship between oil, lithium and the adoption rate of EVSs.

For some people, environmental reasons are tiverdin order to move from
common transportation to EVs. However, as people are becoming wealthier, the
cost of consumption of fossil fuel itself loses its importance and people still demand
this type of fuel despite the environmental cost. On the othed,hthe current
global dependence on fossil energy, having in mind that it one day will be
exhausted, have encouraged the development of new technologies. Scientists all
over the world are constantly trying to explore new possible sources of energy that
are affordable and environmental friendly. Over the last years the world has
experienced an exponential growth in sale EVs. The Financial Times, Goldman and
Sachs and BBC among others, have argued that the importance of the oil is
decreasing while commodi# such as lithium will be more vital in the future.
Lithium is one of the main components in long lasting batteries (Li.on batteries)
which is found in EVs and portable devices such as laptops, cell phones and other

rechargeable electric devices.

We hope that our thesis give the readers a better understanding of the future
importance of lithium in the transition from fossil fuel to a more environmental

friendly source of energy. We aim to confirm or deny the relationship between these
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variables, and ifich a relationship is detected, we hope to provide a base for future
research and forecasting.

1.2 Research Question

We are considering oil and lithium, two commodities related to both current and
future expected energy supply. Our thesis has a plantifacus on lithium as it is

the fundamental metal in production of batteries for EVs. In this regard, we aim to
create a model that enables us to map the relationship between oil, lithium and EV

sale, to answer the following research question:

What rehtionship exists between oil prices, lithium prices and electric vehicle

growth: Is lithium really becoming a substitute for oil?

As we want to determine whether fluctuations in oil prices, lithium prices and EV
sale vary simultaneously and the impactythave on each other, this research is
relying heavily on vector autoregressive models (VAR) and vector error correcting
models (VECM). We will use global EV sale, accounting for both jatuidnybrid

and PEV. For lithium, we will look at the prices fronetAsian market, as this is
where the largest players in the industry operate today. Oil prices are represented

by the West Texas Intermediate (WTI) spot price index.

In this regard, we have formulated our hypothesis test as the following:
Ho: There is nba longrun relationship among the variables

Ha: There is at least one loAwin relationship among the variables.

The rest of this paper is structured as follow: In part 2 we discuss the current
situation of oil prices, lithium prices and the EV indysand results from earlier
research. Descriptive statistics of our data is discussed in part 3, along with a
discussion of its features. We construct our model and analyse the results and
findings in part 4. In the final part, we conclude based on thé&sdsam previous

parts in the paper.
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2 Background and Literature
2.1 Current Situation of the EV Industry

The EV industry has been facing rapid growth over the past few years. Despite this
growth, worldwide sales figures are still quite small. Les® th# of new cars
registered in 2013 were EVs. However, experts seem to believe that we find
ourselves in an early adoption phase. This can be seen both consumption wise and
on the regulatory side. The directive from the European Commission shows
initiative to develop the infrastructure to be more convenient for EV users. Directed
towards the consumers, one can observe a noteworthy uptake rate in EV sales in
several countries within Europe, with Norway and the Netherlands in the lead. Of
total car sales in(@®3, 6.2% and 4% of them were EVs in Norway and the
Netherlands respectively (Amsterdam Round Tables, 2014). Currently, EVs are
priced significantly higher than regular oil burners, but the prospects for future
growth are looking good as new technologies developing and batteries become
cheaper. According to Bloomberg (2016, 25 Feb) 35% of all new cars by 2040 will
be powered by electricity and will be priced lower than $2Q per unit. Such a
quick transformation from regular gasoline driven cars s Ean be enough to
cause the next oil crises, if one were to believe the analysts from Bloomberg. Even
though there is a common perception of the rapid growth in the EV industry, experts
are not necessarily agreeing on the effect this will have on thefptospects for

the oil. According to the article in FORBES magazine from 25 Feb 2016, this is
not necessarily all bad news for the oil. The analysts are confident in their believes,
that even though we will see more EVs on the roads, it will stilldraadl fraction

of total vehicles sale (FORBES Energy, 2016, 25 Feb). Put in perspective, Tesla is
currently building a Gigafactory to produce and assemble its own batteries and
vehicles to be able to meet the demand in the near future with a yearlytgmoduc
capacity by 2020 of 500 000 EVs. This is seemingly a large number of cars, but in
comparison to the forecasted production of regular fossil fuel light cars by 2020 the
EV production only amounts for 0,5% (Statista, 2016). The numbers are more
convinchg when including other large EV producers such as BMW, Nissan,
Chevrolet and Ford, EVs accounts for 17% of all car production according to the

forecast for 2020 made by Juniper Research (2016).
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When consumers are deciding whether to buy an electriocargasoline driven

car there are three main factors that are considered according to the early adopters
of EVs: (i) reduction in polluting emissions, (ii) driving and usage benefits and (iii)
costreductionswhere the latter turns out to have the ntience (EV Obsession,
2016).

During the past decade there has been much focus eentusgion measures and
more environmental friendly alternatives. This development can be seen in
consumer behaviour as new products are starting to appear. Consuamers
organic food, fair trade clothes and moreover they have a desire for EVs. Not solely
motivated by the urge to save the environment, but owning an EV comes with
certain benefits. Superior parking permits, the right to drive in taxi and bus lanes
during rush hours and tax benefits to mention some. These benefits are country
specific and are determined by the government. At last but not least, the cost is
important. How much you save compared to driving a regular car will off course
depend on the price @il and electricity, but under normal times, it will cost less

to drive an EV once you have obtained it.

As of todaythe average price of E\é&ge too high to compete with its counterparty
namely regular cardutting design and branding aside, the nragsondor its

high priceis the battery. The battery &Vs accountor onethird of the total price

of the car(The WallStreet Journall7 April 2012) Hence, for therice of EV to
decrease one need to see a decline in the price of bat@mi¢securrent market
there are three commaypes of batteries for EV4.ithium-ion (Li-ion), Lithium
Polymer (Lipoly) and Lithium Iron Phosphate (LFP). What characterizes them all
is that both their energy and power density are several times better thaofthose
regular car batteries (Le#sid and NickelMetaFHydride)! Due to its many
desirable features, lithium mwa commorcomponentn many types obatteries
including batteries produced for E\@d 3C devices (Electric Vehicles CAA,
2016).Being thepreferred metal in batteries produced for use in EVs today, entail

! Energy density tells how much energy the battery can hold. If the density is high the battery will
need fewer recharges. Power density measure how much energy the battery can deliver on
demand.

23C stands for computer, communication and consuteetrenics. The devices accounts for

mobile phones, laptops, tablets, cameras and other electric devices in need of a high performance
battery.

5
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that there is a relationship between price and demand for lithium and price on EVs
on the marketAlthoughlithium does not represent an important cut of the total cost
of theelectricvehicle, a shortage ofithium would significantlyincreasehe price

of the battery making the EVs less affordable.

The cost of the gasoline in many countries is presuming a relevant factor when
acquiring a new vehicle. Therefore, high prices of the oddutition to its volatility
may reinforce consumersd willingness t

on this, there is an apparent relationship between EV sales and the current oil price.

2.2 The Oil Market

For decades, we have blamed the oil fmw levels of real interest rates and
productivity, and high unemployment rates. This commodity has also received
credit for ensuring good performance in the U.S. economy when prices are high. In
the absent of more suitable explanatory variables, therigiés have gained a
significant role in a great amount of macroeconomic models. According to Hooker
(1996), this is a bit of a paradox: at the same time as oil price fluctuations keep
Il ncreasing, the i mportance of mmshdddés ef
Even though he finds no clear relationship in the data after 1973, he still believes
that there is a relationship. The implication is that the relationship is too complex
to be explained by simple models. More recent research shows that thdeed

a relationship between oil prices and world economic growth, but scholars still
struggle to find the exact. There is a reverse causality problem resulting in
difficulties when it comes to conclude whether oil price affects economic growth
or vice \ersa (Hamilton, 2008). Even though the causality is heavily debated there
is no doubt that there is a relationship and if one were to believe Evans (2000)

statement, oil shocks are the most influencing factor in triggering recessions.

The most recent odtrisis is still on going with oil prices as low as $35 per barrel
resulting in a long list of inconvenient side effects. Rising interest rates, increased
unemployment, default on derivatives and drop in stock market prices to mention
some. For oil depende countries such as Norway, such an oil crisis is more

dangerous than a financial crisis. Norway is dealing with higher unemployment rate

6
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in these days than under the global financial crisis in 2008 (Oilprice.com, 08 Jan,
2015).

Modeling Oil Prices

Due to the unsolved mystery of oil prices, there have been many attempts to find
suitable models and forecasts for the oil prices throughout the years. This have
resulted in many different methods and forecasting techniques. In the literature the
most tradiional way to forecast real oil prices is through a random walk forecast or
no-change forecast. Researchers are continuously aiming to improve the forecasting
techniques to achieve more accurate results for even longer time horizons
(Baumeister and KiliarR014)

According to Baumeister and Kilian (2014), central banks typically rely on the oll
future markets when forecasting real oil prices. The forecast is based on oil future
contracts representing nominal oil prices. Expected inflation is subtracteaMert

the prices to real priceshis conversion from nominal to real prices is incorporated

in the forecasting model:

Y ¢ Yp Q i o*, (2.1)

where'Y denotegodays level of real oil prices ari@ denoteghe current price for

oil futures with maturityQ The current spot price of oil is represeridgdV TI spot

price, which is denoted Hby. Expected inflation rate is denotbgd“ .Baumeister

and Kilian (2012) argue that the inflation forecestild be developed furthebout

they do not expect it to change the affluence of their findings. In their study they
use the mean square predicting error (MSPE) to measure the accuracy of the model.
The results show that their method reduces the recutBRE with a tendency to
decline even more over the longer forecasting horizone.main drawback is that

none of the declines in MSPEs are statistically significant. Regardless of apparent
advantages when it comes to usage and implementation Baumeust&ilian

(2012) do not recommend this model.

Alquist et al. (2011) exploit the relationship between industrial raw material prices
and short term nominal WTI prices of oil. Their research suggests the following

nonregressiofbased forecasting model:
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Y . Yop f “ R (2.2)

where* "

denotes the percentage price change of industrial
raw materials other than oil ov&months represented by the CRB index. The
model yields a reduction of MSPE indnd 3months forecasting perisdout these
declines are only statistically significant at10% significance level. When
expanding the forecast horizon there are no significaotteohs othe MSPE. Te

method appears to have an overall adequate explanatory power and this is not a
coincidence. Both industrial raw materials and crude oil prices are driven by
fluctuations in the same macroeconomic factors. Oil prices however,atdifion
strongly influenced by geopolitical factors. Hence, a model purely based on
industrial raw materials will not be able to fully absorb these effects. To develop a

more robust method one has to rely on a richer set of variables.

Baumeister and Kian (2012) aimed to develop a more accurate model for central
banks, with a forecasting horizon up to one year. Their objective were to forecast
real oil prices rather than log prices, as the former is what matters to policymakers.
In their research thetest both autoregressive moving average models (ARMA),
autoregressive models (AR), Bayesian autoregressive models (BAR) and Bayesian
vector autoregressive (BVAR) models for time horizons of 1, 3, 6, 9 and 12 months.
The ARMA and AR models are based on U&iner’s acquisition cost of crude

oil imports and the VAR models are a ferariable method developed by Kilian

and Murphy (2010). The four variables are: (i) percentage change in global crude
oil production, (ii) global real activity that deviates franends, (iii) inventory
change in global crude oil and (iv) real U.S. refiners” acquisition cost for crude oil
imports, which is representing the global markets real price of crude oil. Forecasting
accuracy is tested against real U.S. refiners” acquisttost for crude oil imports

and real WTI prices, for both reduction in MSPEs and directional accuracy. They
find that BVAR(24) and VAR(12) show very similar results: they perform
reasonably under normal times, but in contrast to thehaonge model, they

increase their relative performance during the global financial crisis. The authors

8
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believe this is due to the characteristics of the VAR models, namely that they are
forward looking. OveralBaumeister and Kilian (2012pund that all their models
outperbrmed the na&change model and the futdbased forecast. The VAR models
performed best in the short run and BVAR(24) was the one that yield best results
overall on both MSPE and directional accuracy. For longer horizons, the ARMA
model yields larger MSPEeductions even though it suffers from absences of
directional accuracy. Based on an overall judgement of the models, they conclude
that BVAR (24) is the most accurate model.

In more recent times, artificial neural networks (ANN) have proven to be a more
suitable method for anal ysis due to o
advantage with the ANN is that it is less restrictive when it comes to assumptions
about the underlying distribution. This implies that it allows -panametric
functional fams, which yields a higher degree of robustness. As a result, the ANN
has achieved great popularity among engineers for its high level of flexibility and
accuracy. Mirmirani and Li (2004) have compared VAR and ANN when
forecasting oil prices. They argueathoil prices fluctuate based on supply and
demand, in addition to intervention of government policy. Inflation and economic
growth are constraint by monetary policy. As both these factors interact with oil
price movements, Mirmirani and Li suggest mongyy as a representative proxy

for government policy. According to their VAR model, lagged oil prices were the
best variable for forecasting future price movements. Surprisingly, money supply
was not selected as a variable by the VAR model. MirmiranilLartlieve this

might be a result of money supply being an inappropriate representation of
government policy. Based on the forecast evaluation statistics, the neural networks
with genetic algorithm clearly outperformed the VAR model. However, they are

unabe to prove that the ANN method always outperforms the VAR model.

Being aware of thehallenge ofinding suitable moded to explain @ prices, this
thesis aims to find out if there is a releveeiationship between gilithium and EV

to detectwheher other variablethan those already discussed in existing literature
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can be considered in further studies to make a more complete or suitable model for

oil forecasting?®

2.3 The Lithium Market

In the Huffington Post online edition on 13 April, 20it6s stated that lithium is

the only commodity in the world which has shown positive price development
during 2015. Same year Australia, Chi I
lithium producers. When it comes to reserves China is on the top rékiiécand
Argentina (USGS, 2015) . Beside the <co
reserves, there is yet another country that needs some attention. Bolivia is holding
50% of the worl dds Ilithium reserves a
from 01 February, 2016. However, these reserves are not jet extracted and for that
reason, it is challenging to comment on both quality and amount. Investors have
been reluctant to enter the Bolivian market due to its political issues. There have
been some @nges in this pattern with the Bolivian government signing the
contract with the German companylKTEC Ag Salt Technologies, as recently as
August 2015, to design and develop a lithium carbonate plant in Bolivia (Bratlett,
2016).

There are two key martse that are developing which could have a significant
impact on the future lithium demand and result in development of additional supply
sources. With todayds prospects for t|
happen despite the prevailing risk farst in the countries in possession of large
reserves. First, through the development of technology and manufacturing
advances in both the production of EVs and batteries, Tesla and GM have enabled
themselves to launch models with significant lower cdSexond, with today's

growth in renewable energy, one has seen the need for a more balanced energy

supply through improving the energy storage systems (Roskil, 2014).

Lithium has faced an increase in demand of 18% yearly since 2010, as a result of
the rapid growth in the rechargeable battery sector. The world has seen an increased

S ifthere is a significant relationship between our variables further research can be improved by inclyditiguon|
prices and EV sales in addition to including exogenous variables in a VARX model.

10
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demand for smartphones and tablets in addition to the momentum in electric
vehicles sales. Battery producers are not the only demanders of lithium as it is also
widely used inglass production, lubricants, chemical and pharmaceuticals. Still, it
is among battery producers we find the highest growth in demand. The demand for
these batteries combined accounts for 22% of total lithium consumption (Roskill,
2014). For this reasort, is reasonable to believe that this demand will drive the
production of lithium and hence be the most significant determinant for the lithium
price (Stormcrow, 2015). It is expected to see an even larger demand for lithium in
the near future as Tesla derinching its new Gigafactory to produce batteries.
However, as stated in reports from both Stormcrow and Avicenne the lithium
demand from the rechargeable battery market depends arsentlattery demand

and not on the scale of factories being constcicte Some bel i eve th
Gigafactory will be large enough to have a significant impact on the demand of
lithium in the future, but if one is to believe Joe Lowry, President of Global Lithium
LLC this is not too convincing. In his opinion, Teslagseiving a disproportionate
amount of attention when it comes to the discussion of the lithium market. If Tesla
were to buy the lithium currently used in all Tesla batteries themselves, it would
still counts for less than 2% of the global lithium marketontrast, in 2015 battery
producers in China have consumed 20% of total lithium production. When it comes
to production of lithium there are few, but large companies that are in the lead,
namely SQM, Albemarle, FMC, Tiangi and Ganfeng. Combined, theskigers
control twathirds of refined lithium{Lowry, 2015).

As of today, the price of lithium is a relative little piece of the total cost of the
battery. The cathode chemicals in the battery represent only 23% of overall cost,
and lithium represents Hn33% of the metal in the battery, which implies that only
7.6% of the total battery cost is due to lithium. Meaning that even a dramatically
rise in the lithium prices would not be a major problem for neither the battery
producers nor the engsers. Thigmplies that the lithium price can continue its
strong growth without notable decrease in demand. Even during the global financial
crisis with its recession, it followed that the lithium price remained strong, which
also makes experts believing that iflweiontinue its strong growth in the future.
Despite being a valuable market, that has been developed and explored since the
beginning of 2010, there has been limited entry of new suppliers. Experts believe

11
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that this is due to both technical and financahstraints. In the absent of a wide
range of suppliers, market requirements have been met bycbsghChinese
producers. The spot prices in China have been observed to be twice as high as
contract prices elsewhere in the world. According to Lowry (20i.E)rare to see

such a spread between high and low prices in a market as the one which have been
observed for the lithium.

Modeling Lithium Prices

As lithium and LCE has gained high attention in more recent tiniesre are not
yetestablishednanymodelsto explainlithium prices. Usually, lithium priceshow

up asan independent variable to forecast future battery pric&/qprices €.g.

Weiss et. al, 2012However, therehave been produced modeihere lithium

prices are the exogenous varigldad these models ansually based oaxpected

future supply and demand of the commodithere is one drawback with this
method of forecasting based purely on demand and supply. It can give inaccurate
estimates aa big proportion of total demand confesm other sectors as shown in

Figure2.1below.

Lithium Demand

2%

u Aluminium
u Other

32%
HMetallurgical powders

® Chemicals and pharmaceuticals

Lubricants

Batteries

22% Glass and ceramics

Figure 2.1: Lithium Demand by Products
Source: Roskill 2014

4 LCE stands for Lithium Carbonate Equivalents, and this comprises 99,5% lithium battery grade and 99.9% refined
lithium.

12
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It is possible to separate some of the supply and demand, as there are different types
of lithium used for different purposes. For f@rpose of producing batteries for

EVs thebattery grade99.5% LCE is required. The second type of lithium is the
pure technical grad®9% which are more common in the production of glass and
ceramics. In this study the focus is on the battery grade 9%t&i4m as we are
interested in the connection to EVs. According to the three largest producers of
lithium in the world, SQM, FMC and Rockwood, the lithium with 99,5 % pureness
can also be used in the production of glass and ceramics, but with a arghjfic

lower extend in heat resistance, this is not very common.

To model the future demand of lithium prices, future contracts have shown to be
very useful. According to experts, there is a high correlation between current
lithium prices and futures camicts implying that models to forecast could be based

on the expected future contracts deman
no apparent new technologies that will replace or disrupt lithium as a commodity
for batteries production purposestire near future. This makes their forecasts of

future demand more certain for several decades.

As of today there are few, but large suppliers of lithium. To estimate future
production and supply of lithium actual production capacity of the largest
produers, expanded capacity and new possible producers need to be included.
Stormcrow has used production capacity of the largest producers of lithium. In
order to forecast total supply there has been made some assumptions. The first is
that some of the compass will expand their capacity during the forecasting
horizon. Furthermore, they assume that all the existing producers are fully utilizing
total capacity throughout the forecasting period. Their last assumption is that after

5 years the smaller companies W | start to contribute t

but in a smaller extend.

13
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2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025

SQM 479 479 479 479 479 479 479 479 479 479 479 479 479 479 479 479 479 479 479
Tiangi 550 550 550 550 550 550 826 1101 1101 1101 1101 1101 110,1 1101 1101 1101 110,1 1101 110,1
China 151 151 151 151 151 151 151 151 151 151 151 181 181 181 181 21,7 21,7 21,7 217
RB 50 100 200 200 200 200 200 200 200
Orocobre 40 83 166 166 166 166 166 166 166 166 16,6
FMC 229 229 229 229 229 229 229 229 229 229 229 229 229 229 229 229 229 229 229
Albemarle 392 392 392 392 392 392 392 392 392 392 392 392 392 392 392 392 392 392 392
Galaxy 50 100 200 200 200 200 250 300
LAC 30 150 400 400 400 400 400 800 800

Total (t LCE) 180,1180,1180,1180,1180,1180,1207,7 235,2 239,2 243,5 259,8 284,8 324,8 334,8 334,8 338,4 338,4 383,4 3884

Table 2.1: Lithium Production Capacity in tons of LCE
Source: Stormcrow 2015

It is reasonable to believe that if the lithium price increases even more, some of the
largest producers will expand their capacity as their output becomes more
profitable. Hence, they can justify an investment of such a large scale.

Stormcrow (2015) find that they need two different models to forecast the two
different types of lithium. Thenodel suggested for the pure technical grade is the
following linear model:

01 QuQclpcap ™ "YON R dOWa ©E Q oghow (2.3)

For the 99,5% battery graded lithium they find that a power curve is better suited.

Their suggestd model is the following nelinear model:

01 QhQ o b HooREGE T oo (2.4)

There is no doubt that the booming EV industry will increase the demand for
batterygraded lithium. According to PR Newswire (&), every 10@00 new EVs
involving demand of ®00 to 8000 tons of battery graded lithium carbonate. It is
important to bear in mind that the EV industry is not the only driver for the growth
in lithium demand. The world is also facing an increased ddrfa smartphones,
tablets and other portable electronic devices, which are also going to affect the
overall battery graded | ithium demand.
stated in earlier theory, namely that the price of raw lithium will notehav

significant impact on the price of batteries.
14
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It is suggested at the end of this study further research in order to forecast future
lithium prices not only based on the simultaneous changes in the variables that we
consider in this study, but alsohetr exogenous variables that cover general

demand, supply, inventory and world activity. The suggested proxies are shown in

the correlation matrix in Appendix 7.5.1
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3 Data

Our dataset consists of daily data from 02 June 2011 to 25 April 2016. As lithium
is not publicly traded, the length of the data set is limited due to difficulty of
obtaining lithium prices back in time. In addition prices of lithium are determined
based on negotiations between the trading partners, which make it even harder to
obtain hstorical prices. Another important limitation in our data set is the data
frequency. Both lithium prices and oil prices are obtainable in daily data while EV
sale is only obtainable with monthly frequency. This force us to convert the EV sale
into daily data, as using monthly data for all variables would result in too few
observations. Seasonality of EV sale will not be an issue as the effect is only

observable on a monthly basis. This matter will be elaborated in a later section.

We have excluded the wkends, so we are working withdays weeks. This gives

us 1278 observations to work with. The variables are obtained in different
currencies and have been converted into U.S. Dollar, by using the historical daily
exchange rates. It is important to emphaghat during the period of our data set
there has been two global economic crises. First the financial crisis in 2008 and
secondly the more recent oil crisis. Presumably, these two crises will show up in
our data set as outlying data points. In the foillg the sources and characteristics

of each variable are explained in more detail before we move on to descriptive

statistics.

As mentioned earlier EV sale is not accessible in daily data. Monthly data were
obtained fromwww.e+sales.blogspot.no. Weate checked that these data are
reliable by comparing them with the once reported at The Statistics Portal (2016).
In addition we run background check on the author, Jose Pontes,vofvthe\-
sales.blogspmo. He is currently working for EV Obsession in addition to being a
partner at EV Volumes, which are both recognized reliable sources (EV Obsession,
2016). Based on this we conclude that this source is reliable despite the fact that the
information is &tracted from a blog. There are some minor discrepancies between
the two sources, but the authors do not believe these differences will have any
significant impact on the results or the overall long term relationship that we are
aiming to map. The data &he Statistics Portal are only reported on a yearly basis,

and this is the reason why we picked the data from the former source, which is listed
16
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on a monthly basis, meaning that is also account for seasonality. To obtain daily
data we have divided monthdgles on the number of days in each respective month.
In this way, we are not ignoring the possibility of seasonality in EV sale on a

monthly basis.

For the oil prices we use the WTI spot prices for crude oil (CRUDOIL), obtained
from Datastream. Crudelas a globally traded commodity, which gives this price

index good credibility. The notation of the index is U.S. Dollars per barrels of oil.
Datastream allowed us to obtakdays week data so no further adjustments of the

data were needed.

Unfortunatéy, thereis no similar price indefor lithium. The only index for lithium

is The Global X Lithium ETF (LIT) which coversthe full lithium cycle, from
mining and refining the metal, through battery production. Fromritlex,it is not
possible tasolae the prices ofaw lithium orseparate one quality from another.
Both these features are important in our study and hence, The Global X lithium ETF
(LIT) is aninappropriate proxy for global lithium pricdssteadwe usethe 995%
battery graded lithion prices fronthe Asian Metallnc. One drawback is that these
prices arenot global prices but the prices thaiply tothe largest producers in
China. As China is a vennportantsupplier of alllithium chemicalsdue to the
purchase of Talison by Sichudiangi Lithium, Chinese pricing for these materials
ought to beregardeda good proxy These prices include a tariff, whiete have

extracted to obtain the real prices.

3.1 Descriptive Statistics

We can see from the descriptive statistics that we hiabvedifferences in volatility
(relative std. dev.) across our variables. EV sale (EV_SALES) are the most volatile
variable with a relative standard deviation of 84.83%. The least volatile variable is
the oil prices (OIL_PRICE) with a relative standardidggn of 29.07%. In the
middle we have the lithium prices (LI_PRICE) with a relative standard deviation of
56.24%.

5 This market imports the most lithium phaced in the world since the largest producers @bhibatteries are established
here. Hence, prices reported on the Asian Metal are the best proxy for lithium carbonate prices, in our opinion.

17
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have excessed skewness. Judging by kurtosis, we obsetvéné oil price is

normally distributed while EV sales and lithium prices have a kurtosis higher than

3, meaning that they are not normally distributed. One should not rely on this solely

when checking for normality. According to the Jard@era test, noe of the time

series are normally distributed since all the test statistics are significant and exceeds

the critical values at all levels.

Mean

Median

Maximurm
Minimum

Std. Dev.

Relative Std. Dev. *
Skewness

Kurtosis

larque-Bera
Probability

Observations

EV_SALES  LI_PRICE

1145,824
1005,065
4321,700
54,100
972,016
84,83 %
1,207
4,333

405,044
0

1278

7,757
6,419
25,288
5,386
4,363
56,24 %
3,107
11,425

5835,530
0

1278

OIL_PRICE
81,401
92,565

110,530
26,210
23,673

29,08 %
0,862

2,212

191,438
0

1278

Table 3.1: Descriptive Statistics
Relative standard deviation = (Std.Dev/Mean)*100

EV sale

When looking athe accumulated sales of EVs (Figure 3.1) we can see that it is

faci

and according to analysts, we should expect an increase of almost half a million
new cars during 2016. Inigure 3.2 monthly sales of EVs are depicted from the

original sample. We can see that sale vary largely from month to month. Based on

ng

an exponent.i

al adoption

this we believe to detect multiple breaks, in this time series.
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Figure 3.1: Global EV accumulated sales
Units of accuulated new registered EVs from 202016
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Figure 3.2: Global EV monthly sale
Units of new registered EVs per month from 22016

We have also found some outliers in EV sale. As the outliers were detected on a
monthly basis, we choose not to exd# these outlying data points as this will result

in around 30 missing data points when converting to daily data. Instead we have
smoothed out the data in the months where the outliers appeared. In the analysis we
will use both the original and the smoethdata series in order to find the best
possible model in addition to analyse the impact of outliers in our data set. When
checking for outliers we analysed both monthly and daily data. When looking at
monthly data we find that there is one outlying qatdent. However, when checking

on a daily basis we find two outlying data point, which in this case represents two

months, as the sales on the daily basis equally distributed over the whole month.
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EV Sales Monthly
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Figure 3.3: Outlying data points EVs

Then having ddy data we see that there are two outlying data points. When working with monthly data there is o

outlying data point.

Oil prices

For the oil prices, we can see normal fluctuations up to the second quarter of 2014

with prices ranging from $80 t%i08. During the second and third quarter of 2014,

the world faced a dramatic decline in the oil prices because of the oil crisis, hitting

a bottom price of $26.21 per barrel. When it comes to outliers in the oil prices, we

can see from figure 3.5 thatette are no outliers in the time series. We can also

confirm from the boxplot that the oil prices are not normally distributed as the mean

defers from the median. This is consistent with the Jar@sza test discussed

earlier.
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Figure 3.4 : Historical prices of crude oil
Oil prices in USD per barrel

Figure 3.5 : Outlying data points in Oil
prices

The boxplot shows that there are no outlying
data points in the oil price time series.
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Lithium prices

Figure 3.6 depicts the historical prices of lithiin U.S. Dollars. Based on the graph
there is an apparent break in the time series in the last quarter of 2015. Prior to the
break, the price has been quite steady, increasing at a slow pace. According to the
Figure 3.7 we there are seemingly many extrentters. These apparent outliers
are actually caused by a trend/break in the time series, which can also be seen from
the RHS graph. As the observations after the break constitutes for only a small part
of the total sample, meaning that they do not reVarge enough impact on the

mean, the observations after the breaks shows up as outliers.

Li price
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2
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Figure 3.6: Historical prices of lithium I_:ig_ure 3.7: Outlying data points
Lithium prices in USD per kilogram lithium prices

There are quite high cotegions for all three variables (Table 3.2). There is a
negative relationship between EV sale and oil prices. According to the theory and
market expectations discussed earlier one should expect an increase in EV sale
when there is an increase in oil pric&ased purely on the former, one would
expect a positive correlation between the two. There is a positive correlation
between EV sale and lithium. Not surprisingly, when the demand for lithium
increases because of increased demand for batteries andusutlse&Vs, the

price of lithium is expected to increase. There is a negative correlation between
lithium and oil prices. As stated earlier, many experts believe that lithium will
become the substitute for oil in the future, and this can justify the wegati
correlation in prices. However, one need to be careful about drawing conclusions

based on correlations alone. One cannot interpret correlations such as a change in
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one variable would cause an opposite movement in the other. To elaborate
regarding relabnships between the variables and how they move together we will

perform various causality tests.

EV_SALES LI_PRICE OIL_PRICE

EV_SALES 1,0000 0,5868 -0,7224
LI_PRICE 1,0000 -0,6691
OIL_PRICE 1,0000

Table 3.2: Correlation Matrix
For EV sale, lithium prices and oil prices

3.2 Stationarity and Cointegration

In order to avoid spurious regressiare need to make sure that our data is
stationary. When a series is stationary it has constant meamance and
autocorrelation for all set of lags (Brooks, 2014). If we havestationarity in one

of the variables, shocks hitting this variable wikkver die away. Hence, non
stationarity is an undesirable feature for a time series. Unfortunately, they are quite
common in financial time series (Bjgrnland and Thorsrud, 2015). We perform the
Agumented DickeyFuller (ADF) test for unit root, in order theck for stationarity

and trends in our variables. In addition, we test for breaks by running tfireBan

test. The latter one allows to test for maximum five breaks. This means that there
might be more than five breaks, even though the test resolig fole breaking

points.

For EV sale w found a unit root, which meaithat the process is not stationary.
When running the test with first difference we found no unit root, implying that the
serieshas first differencstationarity Whentaking first diference we losgaluable
information about the longun relationshipFor this reason, we apply thvECM

as itincorporates andreor correctionérm to bring the model back tbhe long run
equilibrium When it comes to breaks we expect multiple breakioigts in the
time seriesThereforewe allow for the maximum possible breaking points when
running the tesf. The most significant break appears on 5 May 2014. Additionally

there are two mormminor breaks both before and after the 5 May 2014.

6 The BaiPerrion test allows for 5 breaking points.
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For oil prices we find at least one unit root meaning that there istationarity or

a trend. When testing for breaks, an additional test for stationarity, we find multiple
breaks. The most important break occurs on the 28 November 2014. There are
additionallythree minor breaks before that date, and one after. In order to make the
process stationary we take first difference, which results in no unit root. This entails

that the process has first difference stationarity.

Similarly for lithium, we observe thahere is no stationarity. In case of trends we
find that there is at least one unit root. In fact to make the series stationary, we need
to take the difference nine times. This is due to the structural break occurring on the
30 October 2015. Prior to thbreak, there are two other minor breaks: one on the
17 May 2012 and one on the 18 February 2015.

Since the main interest of this study is to see if there is a long run relationship
between the three variables, we run tests to see if the variablesrdeg@ated. In

order to check for cointegration we test for stationarity in the residuals through the
EngleGranger test (1987) and the Johansen test. We attach more focus to the Engle
Granger test since this is more robust compared to the Johansenweshave a
relative large sample. If there is cointegration among all pair of variables it means
that the model itself is stationary. If we find that some of the péivariables are

not cointegragd, we have to difference the variables until we ols&tionarity. In

the cases where we have cointegration we will use the VECM, which is based on
the number of cointegrated equations. Here the variables are differences to provide
stationarity in addition to adding an error correcting term which recatererng

term equilibrium that the model were supposed to have before differencing.
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4  Analysis

In our analysis we will examine the VAR model to map and understand the
relationship between EV sale, oil prices and lithium prices when varyingriegt t
equation (endogenous variable) in our thegeation system without exogenous
variables. Analysis will be performed based on the coefficient diagnostics and
stability diagnostics. We expect to map the relationship through Granger causality
tests, inpulse response and variance decomposition. Additional analysis is
performed based on the VECM, in which we evaluate the significance of the error
correction terms when changing target equation. Analysis of jointly significance
will be emphasised throughailie study. The forecasting evaluation of the VECMs

will be analysed to check the accuracy of the model and as a measure of how good
the model explain the variables simultaneously. Residual diagnostics, such as tests

for normality, heteroscedasticity aneril correlations are also performed.

4.1 Model introduction

The companion form of an VAR(p) model with K endogenous variables is shown
below, both in equation form and matrix form. We will apply the same method
where we have three endogenous vargbtamely EV_SALES, LI PRICE and
OIL_PRICE.

w | 0w O E 6w Q (4.1)
w | 6 6 E 0 6 Q
w. n on E o n @ n (4.2)
e e é é E T T e e ’
w T n nm E O m W Tt

Further in our analysis we will apply the VAR(p) model for the following set of
equations:

Owi haQ —20mi HaQ T ZORI WO 1 20 B @O - (4.3)
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0 "@ai M | 12000 @O 1 z200i HaQ 1 20 QI @O - (4.5)
In order to describe the relationship between oil prices, lithiunepand EV sale

we will develop several VAR models. Both when it comes to length of data set,

frequency and amount of lags.

The VECM has the following equation system where the first difference is taken of
all variables and error correction terms areudeld to bring the model back to

equilibrium in the long run:

06i daQ —2Q06i HAQ 1 ZQIRI WA 1 Q0 Wi WO [ 208 "Y- (4.6)
ORI @G| 1200 b —2Q06i HAQ 1 200G W [ 206 "YH (4.7)
VRN OTRY 1200 op @E  t —2Q06i ®aQ 1 2Q0 I WO [ 206 Y. (4.8)

4.2 VAR and VECM modding

We have tried different number of lags suggested by both the H&uian (HQ)
information criterion and the Akiee (AIC) information criterion in order to
determine the model. When comparing the number of lags given by the HQ and
AIC information criterion we find that including more lags not necessarily improves
the model. On the contrary, it brings more noise tornadel. As a rule of tomb,
we have chosen those models whose number of lags improves the significance of
the coefficients and the model as a whole. Initially we take the complete sample
with all the 1278 observations without trimming to get an overviewthef
relationship where all coefficients are estimated, based on the complete data in both
the VAR and VECM models. We have applied the VECM to forecast the last half
of the data in order to have a first grasp of the movements and behavior of the model
and its coefficients. We acknowledge that this yield a biased forecast, as the
estimation of the coefficients are based on the whole data set. Meaning that the
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coefficients are based on the future information we are forecasting. For the models
in later sectias, we use trimmed samples and VECM estimates does not account

for Afuture valueso which represents a

Figure 4.1 below shows the comparison of the forecast of different models where
different amounts of lags are considered. E\é sa target equation for these
models.
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Figure 4.1: Forecast evaluation comparison
Blue line: Actual EV sales. Red line: EV forecast with 1 lag. Green line: EV forecast Zlagsoisline:
EV forecast 4 lagRurpleline: EV forecast 9 lags.

The model with 4 lags performed best when the target equation is EV sales. This
model was superior to the other when comparing individual and jointly
significance, in addition to forecast evaluation. Thiagt model has the most
significant coefficients and éhlowest MAPE. However, this model is not superior

if we aim to forecast lithium or oil prices as can be seen from the graph below.

30 / : 100 \/ W\“ww%rw F\Vlhw
"‘ / 80 L’\«\

Figure 4.2: Forecast evaluation of lithium prices and oil prices
Left side:Lithium prices froecast. iBht side oil prices forecast. &ne color code as in Figure ahove
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We are checking whether there are cointegration in our variables through the
Johansen test and confirming the findings with the Engle Granger test, where the
latter is more robust for large saleg. Since neither of the variables are stationary,
we estimate the VECM with the number ofiotegrated equations and estimate
the coefficients for the differenced lagged variables and the error correction terms.

The model accounts for two <otegratel equations, resulting in two error
correcting terms as shown in Equation 4.9 below. The first error correcting term
has a negative and significant coefficient meaning that there is a long run
relationship, converging towards equilibrium. The second emwecting term has

a positive and significant coefficient, implying that instead of converging towards
equilibrium it is in fact diverging. This might be due to a structural change in the
variable or due to autocorrelation. None of the coefficients tiydd variables of
electric vehicles sale (EV_SALE) are significant. For the lagged variables of
lithium prices (LI_PRICE) all the coefficients are significant: one at a 10% level
and three at a 1% level. Only the fourth lag of oil prices (OIL_PRICE) are
significant at a 10% level. However, all the coefficients are jointly significant as

shown by the fstatistic in Appendix 7.1.1.

OGi ha'Q 1 z2Q0d dx | 2Q0d dB | 2QO0d o
I zQ0¢ d | Q0 R @O [ 200 QI Wb
FzQ0 R @O 20 RI WO 1 2 QO Bpi @
12000 MO 1 2 Q0 G WO
2 Q0 Qi @ _ 2 08Y _ z08Y -

(4.9)

Below is the represgation of themodding, accounting for the whole sample to
estimate the coaftfients Themodelhas a MAPE ©29.33%, which we consideas
decentconsidering that theut-of-sample forecast accounts for almost 60% of the
observations’ Additionally, tha the original data for EV sale is monthly and has

beenmodified frommonthlyto dailysale It is not vital tohave a good forecast for

" The MAPE forecast evaluation accounts for the difference between the forecasted out of sample data and the actual data.
If the out of sample forecasted data is large it is likely that MAPE will be large, conversely the smaller the forecakted out
sample dat the lower the MAPE for the same estimated coefficients.
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daily EV sale, rather being able smldressamonthly or everyearly-accumulated

sale.
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Figure 4.3: Forecast VAR(4)
Thegoldline is the actual time series and tieeis the out of sample forecasting.

In our attempt to improve the model, we took first difference of the variables to
make them stationary before estimating the coefficient in the VAR model. As the
VECM are taking the first difference of the variables when creating the model we
are ending up with variables that are differenced twice. In this case the suggested
number of lags is nine, resulting in quite comprehensive model without any
noteworthy improvemas in the significance of the coefficients or the forecast

itself.

Further in the process we have trimmed the sample 15% to estimate the coefficients.
This result in a data set ranging from 02 June 2011 to 27 July 2015 After our data
is trimmed our foecasting sample does not include data ofapparentbreak,

neither for lithium prices nor electric vehicles sale. For this VAR model, the
suggested number of lags was 1 by all the criteria and we find one cointegrated
equation. Based on the Wald caugatiést we observe that oil prices have Granger
causality on lithium prices. This differs from the obtained results from 1ags4

model where we used the whole data set to estimate the parameters. Following the
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same procedure as before, we find no impnosets in the results. In terms for
forecasting power this model has an MAPE of 46.16%, which is an increase from
the former modeMWhen forecasting EV sale we find that monthly data yield better
results as we are obtaining a better forecast evaluatiamparison to daily data.
However, when we change the target equation, in order to forecast either lithium
prices or oil prices, daily date gives results that are more accurate. For lithium, this
is not very surprising given the break that occurs around@ct30, 2015. Due to

the significant break in this variable, we split the sample in two to make one model
before and after the break. When using monthly date, there are not enough
observations after the break for the VAR model to yield significant caaite or

a good oubf-sample forecast. When using daily data, there are enough

observations in order to create a reliable model for lithium.

Residual Diagnostic:

To test for serial correlation in the residuals we perform the Bre@sclrey test.

We repct the null hypothesis of no serial correlation, implying that we have serial
correlation in our residuals. Furthermore, we find heteroscedasticity in our
residuals, meaning that we do not have a constant variance. At last, we test for
normality in the reiduals by performing the JargBera test. The null hypothesis

of normality is rejected, meaning that our residuals are not normally distributed.

Coefficient Diagnostic:

The causality tests, both Wald test and Engle Granger causality test, shiherat

are two significant causalities. However, the two tests disagree regarding the
direction of the causality. The Wald test states that lithium prices have causality to
EV sale, while the Engle Granger test does not support this. Both tests agree that
EV sale has causality in lithium prices. Additionally we find that oil prices have
causality on EV sale, which is supported by both tests. There is no causality the

other way around for EV sale and oil prices.

We believe that the poor results in the maalmbve are due to the apparent breaks
that we believe have an impact not only on the forecasting evaluation, but also on
the diagnostic evaluation in general. In the following, we will test for breaks and

develop this theory further, by accounting for fiiesumable breaks.
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4.2.1 Structural breaks

By observing the historical prices in Figure 3.1 and 3.2, we can see that there is an
apparent shift in both lithium and oil. Since we are not able to tell exactly when the
break occurs or even if they are sfgrant, we run the BaPerron test for multiple
breaking points. The test allows us to check for up to five breaking points. Below
is depicted the three time series with their respective breaking points, where the
most significant breaks is marked with@ld red line and the other breaking points

are marked with the faded lines.

Figure 4.4: Breaking points EVs, Lithium and Oil
The bold red line marks the point with the most significant break. The faded lines mark other breaking points ge
the testThe graph shows EV sale, lithium prices and oil prices from left to right.

We believe that splitting the sample in two at the break point will improve the
results compared to the model developed in the previous section. As the break in
the Ithium prices are seemingly more significant than the break in any of the other
variables, we chose to split the sample based on the break in the lithium variable.
The BaiPerron test concludes that the break of lithium occurs at 08 October 2015.
We will fit two models, one before and one after the break. The intuition is to see
whether the same relationship holds both before and after the break. If this is the
case, we can conclude that the relationship between the variables is consistent even

when shocksit one of the variables.

Until now, we have specified EV sale as our target equation. As mentioned earlier
the Wald test and Engle Granger test do not agree on the direction of the causality.
Therefore, we will estimate the model three times, each afhwlie change the
target equation to see which model is most suitable to explain the relationship
between the variables both before and after the b&#ake the causality test yield
different results, we will continue to test all three variables getaquations when

developing further models.
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4.22 Estimation Results

Forecast

Model Structure . Residual Diagnostic
Evaluation
Target equation] #lags VECM Cointegrated eqn. MAPE Serial correlation Heteroscedasticity Normality
EV_SALE 2 1 35,53 % No No No
LI_PRICE 2 1 2,40 % No No No
OIL_PRICE 2 1 11,64 % No Yes No

Table 4.1: Estimation Characteristics of before break sample

Forecast

Model Structure ) Residual Diagnostic
Evaluation
Target equation] #lags VECM Cointegrated eqn. MAPE Serial correlation Heteroscedasticity Normality
EV_SALE 1* 2* 37,55 % No No No
LI_PRICE 1 2 4,99 % No No No
OIL_PRICE 1 2 6,73 % No Yes No

Table 4.2: Estimation Characteristics of after break sample
* After taking the first difference

Over all wecan see the there are few lags included to estimate all target equations,
both before and after the break. The lags for the VAR and VECM are chosen by the
AIC information criteria as earlier. We can observe that the MAPE is lower in the
period before théreak for the variables EV sale and lithium prices. For oil prices,
the opposite apply. As shown in Table 4.1 and 4.2 the MAPE is generally lowest
when lithium prices is the dependent variable. None of the models suffers from
serial correlation, neither fime nor after the break. Oil prices is the only target

model that suffers from heteroscedasticity.

Models were lithium prices is the target equation obtain most significant
coefficients over all. Based on this we will continue our analysis of thisfepeci
model with lithium as target equation to further elaborate the relationship between
the variables. As shown in the Table 4.3 below there are most significant
coefficients in the sample after the break. Both models are jointly significant as can

be seerform the FStatistic.

Table 43 shows that the sample after the break yield significant coefficient for the
first lag of EV sale. This implies that sales of EVs may be an important variable
when explaining lithium prices, not the other way around. Tésslt has support

from the Granger causality test (See appendix 7.2.11 and 7.2.12).
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0.10.20

Coefficient -0,0200 -0,0167 0,2984 0,1000

Prob. 0,0001

0.10.20
0 q D R D R D) D D(O R (O PR

04.2016
Coefficient  -0,0040 -0,0045 0,0000 0,0017
Prob. 0,0000 0,000d

Table 4 3: Coefficient for LI_PRICE target model
Significant coefficents anddtatistics are highlighted.

More importantly, the error correcting terms hav@gmificant negative sign. This
means that there is a long run relationship and that the error correcting term

succeeds in converging the model towards equilibrium.

4.23 Forecasting Accuracy

To obtain a realistic picture of the forecasting accuracytrimemed the sample
before estimating the coefficients. This way we are able to perform aof-out
sample test. This was done both for the sample before and after the break.
According to Hansen and Timmerman (2011) there is no rule of tomb when it comes
to splitting the sample. Where we chose to split the sample may influence the results
of the forecasting. This is a bit of a trouble especially when dealing with structural
breaks. We have chosen to trim the sample no more than 15%, as we know that the

breakis close to the end of our sample.
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Figure 4.5: Out-of-Sample Forecasting LI_PRICE
Left side: Outof-sample forecast e the break. Right side: Qaf-sample forecast after the break. Hudd lineis the
actual time series and tbé&e is theout-of-sample forecasting.
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As shown in Figure 4.5 the eof-sample forecast is quite accurate, compared to
the model former model. This can be confirmedh®ylow MAPEs shown in Table
4.1and 4.2
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Figure 4.6: Out-of-Sample Forecasting EV_SALE
Left side: Outof-sample forecast before the break. Right side:dsample forecast after the break. Hudd line is the
actual time series and thé&eis the outof-sample forecasting.

We see that for the model before the breaks when the &ygation is EV sale the
model is neither very accurate nor jointly significant at any level. After the break,
the forecasting accuracy show no sign of improvement. Neither this is jointly
significant. It is important to note that we have examined diffeagrount of lags,

but independent of lag selection the model does not become significant.

Figure 4.7: Out-of-Sample Forecasting OIL_PRICE
Left side: Outof-sample forecast before the break. Right side:@gbgample forecast after the break. Tihee line is the
actual time series and the red is thea@usample forecasting.

Regarding the models, both before and after the break where oil price is the target
equation, we observe that the model improves its forecasting evaluation and that

both nodels are jointly significant with a relatively high.R
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