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NEUROSCIENCE IN SERVICE RESEARCH: AN OVERVIEW AND DISCUSSION 

OF ITS POSSIBILITIES  

STRUCTURED ABSTRACT 

Purpose: The paper discusses recent developments in neuroscientific methods and 

demonstrates its potential for the service field. This work is a call to action for more service 

researchers to adopt promising and increasingly accessible neuro-tools that allow the service 

field to benefit from neuroscience theories and insights.  

Design/methodology/approach: The paper synthesizes key literature from a variety of 

domains (e.g., neuroscience, consumer neuroscience, organizational neuroscience) to provide 

an in-depth background to start applying neuro-tools. Specifically, this paper outlines the 

most important neuro-tools today and discusses their theoretical and empirical value. 

Findings: To date, the use of neuro-tools in the service field is limited. This is surprising 

given the great potential they hold to advance service research. To stimulate the use of neuro-

tools in the service area, the authors provide a roadmap to enable neuroscientific service 

studies and conclude with a discussion on promising areas (e.g., service experience, 

servicescape) ripe for neuroscientific input.  

Originality/value: The paper offers service researchers a starting point to understand the 

potential benefits of adopting the neuroscientific method and shows their complementarity 

with traditional service research methods like surveys, experiments, and qualitative research. 

In addition, this paper may also help reviewers and editors to better assess the quality of 

neuro-studies in service.  

Keywords: neuroscience, bodily changes, service experience, servicescape, employee, 

customer   
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INTRODUCTION  

The neuroscientific method has shown valuable to advance a wide variety of scientific 

(sub)domains including consumer behavior, organizational behavior, and psychology (e.g., 

Butler et al., 2016; Camerer and Yoon, 2015; Harris et al., 2018; Murray and Antonakis, 

2019). In the service field, however, we have only found a few initial neuroscience 

applications (e.g., Boshoff, 2012, 2017; Huneke et al., 2015). Recently, several calls have 

been launched to fuse service research with neuroscientific insights (e.g., De Keyser et al., 

2015; Lemon and Verhoef, 2016; Van Vaerenbergh et al., 2019). Other papers call for 

employing more objective data to measure actual responses, thereby suggesting 

neuroscientific methods as one potential way forward (e.g., Kumar et al., 2013; Morales et al., 

2017). Therefore, we believe the time is ripe for service researchers to adopt neuro-tools. The 

overall purpose of this paper is to encourage service researchers to engage in multidisciplinary 

research efforts that adopt neuroscientific methods and provide them with the proper 

background to guide them in these efforts. This paper has four main goals (see also Figure 1). 

First, we introduce the neuroscientific method by proposing a framework that links the 

neuro-tools to the service domain (see Figure 2) and provide an overview of the most 

commonly used neuro-tools. Second, we discuss the theoretical and empirical value of 

neuroscience service research, specifically through enhancing our understanding of (1) 

internal processes and mechanisms, (2) individual/group differences, and (3) behavioral 

predictions. Third, we offer a practical guide for implementing neuro-tools in service research 

with the cost/benefit trade-off of implementation, challenges with setting-up, conducting and 

analyzing a neuro-study, and the combination of neuro-tools with traditional tools. Finally, the 

fourth goal is to provide concrete future research opportunities to use neuro-tools for service 

research, with a particular focus on the impact of external and internal cues, and the service 

experience and its dynamics. 
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INSERT FIGURE 1 AROUND HERE 

 

THE NEUROSCIENTIFIC METHOD 

Capturing changes in the brain activity, peripheral system, and the neurotransmitters & 

hormonal system 

Neuroscience studies the nervous system and its link to behavior (Society of Neuroscience, 

1969). This paper focuses on the neuroscientific study of changes in the human body at three 

vital levels – (1) the brain, (2) the peripheral system, and (3) the neurotransmitters and 

hormonal system (see Figure 2; e.g., Cacioppo et al., 2016; Lim, 2018). Brain activity 

changes involve (de)activation of certain brain regions. Changes are either related to 

higher/lower activity in a specific brain part (i.e., activation) and/or changes in which specific 

part is active or not (i.e., localization; Kenning et al., 2007). Peripheral system changes 

reflect physiological alterations outside of the brain and spinal cord (Hubbard, 1974), such as 

increased sweat production, pupil dilation/contraction, heart rate variations, and muscle 

activation (Cacioppo et al., 2016). Neurotransmitter and hormone system changes involve 

biochemical changes in the body or brain, including varying levels of oxytocin, serotonin, 

dopamine, testosterone, and cortisol (Von Bohlen and Halbach, 2006).  

These changes in the human body result from an individual’s interaction with internal 

cues and/or the external environment (Cacioppo et al., 2016). These changes are generally 

automatic and happen unconsciously (Bargh, 2002; Jänig, 1989). Ample academic literature 

provides evidence for the strong impact of bodily changes on various cognitive, affective, and 

behavioral processes (e.g., Barrett et al., 2007; James, 1894; Laird and Lacasse, 2014). 

Therefore, any insight that can be generated into these automatic and largely unconscious 

processes may advance our knowledge of customer and employee behavior. 
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In service research, the servicescape model by Bitner (1992) offers a great starting 

point to capture the larger environment in which service customers and employees are 

embedded. This model posits that external cues (i.e., stimuli) trigger bodily changes within 

customers and employees, which ultimately impact important outcomes like satisfaction and 

well-being. To complement Bitner’s servicescape model, we identify a series of internal cues 

driving bodily changes (e.g., Critchley and Harrison, 2013). While both sets of cues – external 

and internal – interrelate, this discussion is outside the scope of this paper. 

INSERT FIGURE 2 AROUND HERE 

External cues reside in the environment outside an individual, and can largely be 

classified as cues in the physical (e.g., sound, color, layout, symbols; Bitner, 1992) or social 

servicescape (e.g., someone coming closer, emotions displayed by others; Rosenbaum and 

Massiah, 2011; Rosenbaum and Montoya, 2007). External cues impact a wide variety of 

changes in our body and brain (See Figure 2) that subsequently impact cognitive, affective 

and behavioral outcomes (Barrett et al., 2007; James, 1894; Laird and Lacasse, 2014). For 

instance, an employee gently touching a customer may lead to increased customer oxytocin 

levels, which in turn may impact customer feelings of trust (e.g., Ellingsen et al., 2014; 

Morhenn et al., 2008). Similarly, customers finding themselves in a crowded service 

environment may start sweating, indicating arousal and triggering impulse buying (Maeng et 

al., 2013; Mattila and Wirtz, 2008).  

Internal cues occur within an individual’s body, and reflect feelings such as hunger, 

sexual desire, heart rate changes, and varying hormone levels (e.g., Barrett et al., 2007; 

James, 1894; Laird and Lacasse, 2014). In addition, they also include cognitive cues (e.g., 

internal representations in memory, internal anxiety; Kiyonaga and Egner, 2014; Unnewehr et 

al., 1996), and stable bodily traits (e.g., genetics; Shaw and Bagozzi, 2018). Internal cues 

mostly result from the human body trying to find balance, a process called homeostasis in 
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physiology (Critchley and Harrison, 2013; Widmaier et al., 2018). Similar to their external 

counterparts, internal cues are proven to drive various outcomes (Barrett et al., 2007; James, 

1894; Laird and Lacasse, 2014). Feelings of hunger, for instance, benefit strategic decision 

making (Ridder et al., 2014), but also increase unethical behavior at work (Yam et al., 2014). 

Similarly, genetics have been shown to impact cooperative behavior (Millet and De Witte, 

2006) and preference for utilitarian or hedonic options (Simonson and Sela, 2010).  

In the following paragraphs, we outline three broad categories of neuro-tools that 

enable researchers to capture brain, peripheral system and neurotransmitter and hormone 

system changes resulting from the identified external and internal cues. Neuro-tools largely 

fall in three groups (see Figure 2; Dimoka et al., 2012; Kenning and Plassmann, 2005; Mauss 

and Robinson, 2009): (1) neuroimaging tools, which measure changes in the brain, (2) 

neurophysiological tools, which measure changes in the peripheral system; and (3) 

biochemical tools to measure changes in hormone and neurotransmitter levels. We introduce 

only the most relevant tools for service research. For tool-specific exemplary studies, we refer 

the reader to Harris et al. (2018), who have elegantly summarized key studies for each tool. 

For more technical discussions, we refer the reader to neuroscientific and psychology journals 

such as Frontiers in Neuroscience, Nature Reviews Neuroscience, Annual Review of 

Neuroscience, Annual Review of Psychology, Social Cognitive and Affective Neuroscience 

(SCAN), Cognitive, Affective and Behavioral Neuroscience (CABN), and Psychological 

Bulletin.  

Neuro-tools: an introduction 

Capturing the brain – Neuroimaging tools. Neuroimaging tools measure changes in brain 

activation and activity location (e.g., motor area, language area, hippocampus) in response to 

internal or external cues (see Figure 2). The methods vary in their ability to quickly measure 

activity in a specific brain area (temporal resolution) and ability to differentiate between 
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different regions in the brain (spatial resolution; Kenning et al., 2007). As a result, researchers 

often need to make a trade-off between temporal resolution or spatial resolution (Harris et al., 

2018). Temporal resolution becomes essential when the focus of a study lies on studying 

dynamic cues such as during a service experience composed of different touchpoints that 

follow one another. Spatial resolution matters if the researchers are interested in activity in a 

specific brain location, such as when they want to investigate if the same brain area is 

activated when making an actual choice versus making a hypothetical choice (e.g., Kang et 

al., 2011). Here, we discuss only electroencephalography (EEG) and functional magnetic 

resonance imaging (fMRI). Other neuroimaging tools exist but fall outside the scope of this 

paper. We gladly refer to reader to Ahlert et al. (2006), Harris et al. (2018), Jack et al. (2019), 

Kenning and Plassmann (2005), Krampe et al. (2018), and Morin (2011) for a discussion of 

Positron-emission tomography (PET), magnetoencephalography (MEG), steady states 

topography (SST), transcranial magnetic stimulation (TMS), functional transcranial Doppler 

sonography (fTCS), optogenetics, and functional near-infrared spectroscopy.  

EEG measures voltage fluctuation at the surface of the brain (Kenning and Plassmann, 

2005; Ohme et al., 2011) and can accurately detect temporal changes in brain activity (Ahlert 

et al., 2006; Kenning and Plassmann, 2005). This technique is mostly used to investigate 

affective and cognitive processes (e.g., Lin et al., 2018; Ohme et al., 2010). While EEG has 

many potential applications for service research, a particularly interesting one to measure 

affective processes is frontal brain asymmetry, where electrodes are positioned on the frontal 

part of the scalp (Cacioppo et al., 2000; Ohme et al., 2009). Frontal brain asymmetry can 

capture approach-avoidance behavior following a stimulus (Mauss and Robinson, 2009). 

Approach behavior is associated with positive emotions, such as engagement, interest, and 

happiness, whereas avoidance is associated with negative emotions, such as disinterest, 

disengagement, fear, and disgust (Davidson et al., 1990).  
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The availability of ‘plug and play’-devices on the market make EEG appealing for 

service research (e.g., Emotiv EPOC; Byrom et al., 2018). These mobile EEG systems cater 

to academics and/or practitioners without comprehensive training in neuroscience and 

psychology. While these systems might not be suitable to study complicated processes, plug 

and play devices can be very useful to study consumers and employees in real-life settings 

(Sazonov and Neuman, 2014). These devices do not require a complex installation of sensors 

on the skull or extremely complicated data-analysis, instead they offer headsets that are easily 

placed on the skull and return relatively straightforward data (Byrom et al., 2018). 

fMRI is the most powerful neuroimaging tool currently available. This tool captures 

the change of blood flow in the brain and has great spatial resolution. Recent studies show 

that fMRI is able to shed light on subconscious processes such as affective aspects of 

consumer behavior (e.g., desirability; Venkatraman et al., 2012), but may also be used to 

investigate memory or complex cognitive tasks (e.g., decision-making; Critchley, 2009; 

Solnais et al., 2013). Service research could use fMRI to study brain responses and better 

understand affective and cognitive reactions to specific service situations. Also, fMRI is ideal 

to study the neural basis of individual differences (Jack et al., 2019). However, we caution 

that still many limitations are at hand (Kenning et al., 2007). For instance, fMRI only allows 

rather simple designs, since it relies on many repetitions of a cue (to reduce noise), thus 

compared to EEG its temporal resolution is lower. Furthermore, fMRI- studies can only be 

conducted in a lab, are very expensive, and typically suffer from low statistical power (Button 

et al., 2013).  

Capturing the peripheral system – neurophysiological tools. Neurophysiological tools aim to 

capture changes in the peripheral system, such as sweat responses, pupil dilation, heart rate, 

and muscle activation. Specifically, these tools are particularly useful to determine whether a 

person is feeling positive or negative, aroused or not, and/or whether the person will approach 
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or avoid something (Barrett, 2006; Cacioppo et al., 2000; Mauss and Robinson, 2009). 

Indeed, neurophysiological tools are extensively used in emotion research and often combined 

with each other (Bell et al., 2018). The most prevalent neurophysiological tools are galvanic 

skin response (GSR), cardiovascular measures, electromyography (EMG), and eye tracking 

(Harris et al., 2018; Mauss and Robinson, 2009; Poels and Dewitte, 2006).  

 GSR captures activity in the sweat glands, which indicates physiological arousal and 

is measured by electrodes or sensors placed on the skin (Caruelle et al., 2019; Christopoulos 

et al., 2019; Ohme et al., 2009). GSR is suitable to, amongst other things, investigate 

attentional and emotional processes (Dawson et al., 2016). For example, GSR could be used 

to real-time monitoring of stressful or emotionally arousing moments during a service 

experience or at work (e.g., Boshoff, 2017; Mozos et al., 2017). Easy-to-use and wearable 

options are already available (e.g., iMotions; Empatica E4), as well as non-contact (i.e., no 

skin contact needed) techniques (e.g., thermal imaging measures; webcam; Dawson et al., 

2016; Krzywicki et al., 2014.; Rohrbaugh, 2016).   

 Cardiovascular tools measure heart rate or related measures by means of electrodes 

or sensors (e.g., electrocardiogram- ECG, photoplethysmography- PPG; Massaro and Pecchia, 

2019). Heart rate is not only linked to physiological arousal but is also connected to affect 

(Lang et al., 1993; Poels and Dewitte, 2006) and cognitive processes (e.g., reasoning; 

Berntson, et al., 2016; Massaro and Pecchia, 2019). For example, cardiovascular measures 

allow tracking attention toward specific vocal information during a service encounter or work 

meeting (Poels and Dewitte, 2006). Again, multiple plug and play devices exist (e.g., 

Shimmer). For example, Fitbit markets various wearable devices that measure heart rate and 

track physical activity. While a Fitbit or similar products are currently still too inaccurate for 

use in academic research, the rapid increases in their accuracy will soon make them 

appropriate for research purposes (e.g., Maijers et al., 2018). Further, techniques to measure 
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cardiovascular changes that do not need skin contact, such as a webcam, are also gaining 

ground (Fernandes et al., 2017; Lemay et al., 2014; Monkaresi et al., 2014; Poh et al., 2011).   

 EMG measures changes in muscle activity (i.e., is a muscle contracting or not?; 

Fridlund and Cacioppo 1986). The most interesting application for service research is facial 

EMG (fEMG), which assesses facial muscle activity directly connected to emotional states 

(Dimberg and Petterson, 2000; Fridlund and Cacioppo, 1986; Larsen et al., 2003). The fEMG 

registers negative emotions (e.g., frowning), or positive emotions (e.g., smiling). fEMG could 

prove valuable to study mimicry (i.e., automatic matching of expressions) during social 

interactions, for example when during a meeting or service encounter two humans show the 

same emotional valence and when does valence not align. Today, facial recognition software 

offers a plug and play alternative to measure specific emotions (e.g., happiness; anger; 

Lewinski et al., 2014). Compared to fEMG, facial recognition software is relatively easy to 

use. A camera or webcam is sufficient hardware to measure muscle changes (e.g., Facereader; 

Lewinski et al., 2014). Although the output provided by the software can be used directly, 

only very intense emotions can be tracked. Current packages are not yet able to accurately 

detect subtle emotions (e.g., Yitzhak et al., 2017).  

 Eye tracking systems are used to measure the position and movement of the eyes and 

to measure pupil dilation and amount of blinking (Harris et al., 2018; Ohme et al., 2011). Eye 

movement data is mainly used to track attention, for instance when viewing commercials 

(e.g., Wedel and Pieters, 2008). Further, pupil dilation is an automatic physiological reaction, 

linked to attention (Hoeks and Levelt, 1993), arousal (Bradley et al., 2008), mental effort and 

workload (Brookings et al., 1996). Eye tracking data has many potential applications in 

service research, for example to investigate where attention is focused on during a service 

experience. Next to highly advanced lab-based eye tracking devices, several cheap and easy to 
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use solutions exist, such as wireless glasses and mobile phone applications that make use of 

the frontal camera (e.g., GazeCapture, Right Eye; Byrom et al., 2018). 

Capturing the neurotransmitters and hormone system – biochemical tools. Biochemical 

measurement tools seek to capture the level of neurotransmitters or hormones present in the 

body or brain. Examples are cortisol, oxytocin, and testosterone. Neurotransmitter and 

hormones can affect behavior (e.g., buying behavior; Lichters et al., 2015) and psychological 

processes (e.g., mood, trust) dramatically (Ramsøy and Skov, 2010; for reviews see Rilling 

and Sanfey, 2011; Von Bohlen and Halbach, 2006).  

 Biochemical tools. Researchers mainly rely on blood draws, saliva swabs, and urine 

samples to capture the amount of neurotransmitters or hormones in humans (e.g., Buckert et 

al., 2014; Lovallo and Buchanan, 2016). Important to note is these biochemical tools (e.g., 

blood draw) measure specific biochemicals in the body, hence not all biochemicals can be 

measured by each tool (e.g., a saliva swap). Measuring biochemicals can help understanding 

particular processes better, since the presence of increased or decreased biochemical levels 

can be linked to different behavior and processes. For example, serotonin is related to mood 

regulation (e.g., Lichters et al., 2015), dopamine in reward processes (e.g., Schultz, 2017), 

and cortisol is linked to stress responses (e.g., Akinola and Mendes, 2012). We gladly refer to 

reader to Rilling and Sanfey (2011) and Von Bohlen and Halbach (2006) for an extensive 

discussion of all biochemicals and their link to specific processes and behavior. A particularly 

interesting biochemical for service research is oxytocin since it is a key driver of empathy, 

prosocial behavior, and trust during human interaction (e.g., Barraza & Zak, 2009). In 

addition, biochemical measurement can also serve as ‘manipulation check’ in experimental 

settings. Cortisol levels, for instance, that spike after being confronted with a stressor could be 

measured to establish whether an experimental stressor actually worked (Yoon et al., 2012). 
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Generally, blood samples are the most accurate, but very invasive compared to urine 

samples and saliva swabs, and therefore often not possible to use in real-life settings. 

Nevertheless, all of these techniques involve taking samples of body fluid, which are very 

intrusive. Fortunately, newer technologies, such as smart tattoos, patches, and finger sticks to 

take small amounts of blood are being developed, and have the potential to change the 

invasive nature of studying biochemicals (Ramsøy and Skov, 2010; Rohrbaugh, 2016). 

THE VALUE OF THE NEUROSCIENTIFIC METHOD 

Having introduced the most relevant neuro-tools, we now discuss the added value of adopting 

these tools. Neuro-data and tools have already proven their worth in consumer behavior (i.e., 

consumer neuroscience or neuromarketing – Camerer and Yoon, 2015; Harris et al., 2018; 

Plassmann et al., 2015; Solnais et al., 2013) and organizational behavior (i.e., organizational 

neuroscience –Becker et al., 2011; Becker and Cropanzano, 2010; Butler et al., 2016; Jack et 

al., 2019; Murray and Antonakis, 2019). Building on previous work in these domains 

(Karmarkar and Plassmann, 2019; Plassmann et al., 2015; Senior et al., 2011; Yoon et al., 

2012), we identify three key ways in which neuro-data and tools have proven essential for 

theory development and testing: (1) understanding mechanisms and processes, (2) 

understanding individual and group differences, (3) improving behavioral predictions. 

Ultimately, the combination of these three factors leads to better and new theory development 

and testing.  

Understanding Cognitive, Emotional and Physiological Processes and Mechanisms 

Previous research demonstrates the value of the neuroscientific method for studying a wide 

variety of processes, such as affective processes, decision-making, reward and motivational 

processing, and memory and attention (Plassmann et al., 2011; Puccinelli et al., 2009; Solnais 

et al., 2013). Neuro-data might be particularly suitable to investigate how internal and 
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external cues impact organizational and behavioral outcomes, acting as moderators/mediators 

driving cognitive, emotional and physiological processes and mechanisms (Lim, 2018).  

Two key reasons can be put forward to why the neuro-toolkit is so well-equipped to study 

internal processes and mechanisms. First, they allow capturing (implicit) processes and 

mechanisms that were previously unknown or inaccessible through traditional data capturing 

(Kumar et al., 2013; Plassmann et al., 2015). Access to neuro-data may push our 

understanding of specific processes and mechanisms that drive human behavior, such as 

subconscious responses toward socially undesirable products or cues, levels of 

neurotransmitters, active brain parts, or visual patterns (e.g., Karmarkar and Plassmann, 2019; 

Murray and Antonakis, 2019; Waldman et al., 2019). In this sense, the neuro-toolbox is 

particularly adept to overcome several types of systematic measurement errors that come with 

more traditional tools, such as social desirability bias, halo effect, and unwillingness to 

answer (see Table 1; Boshoff, 2012; Fortunato et al., 2014; Poels and Dewitte, 2006).  

For example, Boshoff (2012) combined EEG, EMG, galvanic skin response, and self-

reports to study the impact of ethnicity and gender of both service provider and customer 

during a service experience. He showed that, in contrast to what is generally expected (e.g., 

similarity-attraction theory; Byrne, 1971), high physical similarity between customer and 

service provider resulted in higher negative emotional responses (measured by neuro-tools) in 

customers after a service failure. Traditional post-encounter self- report measures did not 

reveal this difference. Hence, in situations where social desirability might be at play (e.g., 

impact of gender or ethnicity), neuro-tools may complement insights gained using more 

traditional approaches.  

INSERT TABLE 1 AROUND HERE 

Second, unlike most traditional measurement tools the neuro-toolbox allows to capture 

processes in real-time. Most neuro-tools qualify to measure bodily changes before, during, 
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and after specific target behaviors or processes take place (Plassmann et al., 2015), avoiding 

issues with timing of evaluation and recall bias (Table 1). Such measurement may offer more 

fine-grained insights into what customers go through during an experience (Zomerdijk and 

Voss, 2010). For example, Clark et al. (2018) used eye tracking, EEG, galvanic skin response, 

heart rate, and facial affect to better understand the impact of advertisement placement in 

mobile applications. By collecting real-time neuro-data, they could pinpoint best practices 

related to user engagement, attention, and affect.  

Understanding Individual and Group Differences  

Studying neuroscientific changes can offer deeper insights into individual differences and 

group differences (e.g., segments, cultures, teams) and how human minds work (Plassmann et 

al., 2015; Waldman et al., 2019). Variations in brain structure (e.g., gray matter volume), 

receptors, and genes can be linked to individual differences in personality, behavior, and/or 

how the brain/body functions (DeYoung et al., 2010; Ebstein et al., 2010). Improving our 

understanding of why certain customers/employees may react totally different in a given 

context and understanding whether this is contingent upon situational and/or individual 

differences holds great value in the service research domain (Chandler and Vargo, 2011; 

Edvardsson et al., 2018).  

The application of neuro-tools may push the boundaries of specific topics since they 

advance our understanding of how individuals or groups act under certain conditions and 

provide explanations previously unattainable. For instance, Reimann (2018) show that people 

who strongly prefer large-sized portions (even if they have a monetary incentive to eat less) 

have a thicker prefrontal cortex (only specific areas). Similarly, preference for immediate 

versus delayed rewards can be explained by differences in a particular neurological 

phenomenon (Meyer-Lindenberg et al., 2006; Ramsøy and Skov, 2010). 
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One area that is particularly interesting is that of demographic differences. For example, 

Zhang et al. (2009) used a twin study to investigate gender differences in genetic 

underpinnings of becoming an entrepreneur. Male (female) entrepreneurship is less (more) 

influenced by genetics, but largely (less) driven by shared-environmental influence. As 

services are increasingly taking place in a global context and demographic differences are 

ranked highly on public policy agendas (Ostrom et al., 2015), understanding the importance 

of demographic differences is important. To date, these variables are too often treated as 

covariates rather than focal variables of a study. 

Also, we may improve our knowledge on the impact of “state-dependent” variability. In 

other words, how do specific bodily states, such as being nutritionally or sleep-deprived, 

interplay with the way humans act and feel? Hungry, stressed, and/or tired 

customers/employees often behave differently than one might expect. For example, hunger 

can increase unethical behavior at work (Yam et al., 2014), thus managers should think wisely 

before cutting down on breaks or planning meetings during lunchtime. Further, sleepy people 

confronted with socially ambiguous situations tend to interpret them in a more negative 

manner (Budnick and Barber, 2015). Bodily states can shape behaviors, cognition, decisions, 

and emotion (e.g., Budnick and Barber, 2015; Hoffmann et al., 2019), yet the impact of these 

bodily states is often overlooked both in service research as in practice. By studying bodily 

states, research could better understand their working and how companies can use this 

knowledge to better manage employees and /or satisfy customers.  

Improving Behavioral Predictions 

Neuro-data can also help improve predictions at both an individual and an aggregate (or 

population) level (Knutson and Genevsky, 2018; Plassmann et al., 2015; Venkatraman et al., 

2012), because these data add other sources of information (i.e., bodily changes and behavior) 

usable for predictive modeling (Bell et al., 2018). With self-report data, one limits their 
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understanding to, for instance, attitudes or perceptions. Combining this data with 

neuroscientific input can increase predictive validity and understanding of a situation as a 

whole (Bell et al., 2018; Boksem and Smidts, 2015; Venkatraman et al., 2012). As behavioral 

prediction becomes more important, any input to enhance this ability is valuable (Ostrom et 

al., 2015). Boksem and Smidts (2015), for instance, show that brain changes can successfully 

predict movie preferences at both the individual level and population level, but also predicts 

box office revenue. In a similar vein, Genevsky et al. (2017) demonstrate that brain activation 

can successfully predict individual-level and population-level crowdfunding success, whereas 

survey measures (e.g., choices and affect ratings) could not.  

Theory Building and Refinement 

By enabling better insights into internal human processes and mechanisms, embracing 

customer/employee heterogeneity, and informing behavioral predictions, neuro-tools 

ultimately support theory-building and testing. Several service scholars have suggested that in 

order to push the boundaries of our domain there is a need to infuse our thinking with novel 

theories and build more comprehensive conceptual models (e.g., Benoit et al., 2017; Stewart 

and Zinkhan, 2006). The neuro-toolbox and neuroscientific theory can help to accomplish this 

in several ways.  

First, neuro-tools can help to refine existing theories and uncover their boundary 

conditions. For instance, Casado-Aranda et al. (2018) challenged the traditional notion that 

different types of perceived online risk (financial, privacy, and performance) lead to similar 

internal responses and outcomes. Their fMRI-study revealed differences in brain region 

activation associated with different processes (e.g., distrust, penalty) when experiencing 

different types of risk (financial, privacy, and performance risk) during an e-shopping 

assignment, which ultimately led to varying consumer outcomes.   
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Second, the neuro-toolkit can help shed new light on long-standing discussions between 

competing theories as they are equipped to dissociate between particular processes that are 

otherwise hard to distinguish. For example, in the debate on the usefulness of hypothetical 

scenarios in experimental design, Kang et al. (2011) show that real choice versus hypothetical 

choice settings activate the same neural circuitry, assuring that hypothetical choice 

experiments can be used as a proxy of real choice. Another example comes from Plassmann et 

al. (2008) who show that price really changes the taste of wine. Tasting expensive wine (vs. 

cheap, yet identical wine) activates a brain area related to experiencing something pleasant. 

Before their experiments, it was impossible to conclude whether respondents merely rated the 

expensive wine better due to social desirability bias or induced expectations, or whether it 

actually tasted better.  

Last, knowledge and findings stemming from the neuroscience field can infuse the service 

domain to construct novel theories and hypotheses that can be tested with neuro-tools 

(Littlefield and Johnson, 2011; Yoon et al., 2012). Some interesting examples to consider are 

new affective theories (e.g., multi-level constructionist approach; Barrett and Satpute, 2017; 

Breiter et al., 2015), theories about decision-making (e.g., somatic marker hypothesis; 

Bechara and Damasio, 2005), and novel discoveries on memory, learning, and mirroring 

processes (e.g., memory engrams; mirror mechanism seems to be a basic principle of brain 

functioning; Ferrari and Coudé, 2018; Rizzolatti and Sinigaglia, 2016; Roy et al., 2017).  

In summary, the neuro-toolkit has the potential to advance the service domain in a variety 

of ways. Since neuro-tools are well-equipped to study underlying processes over time 

(including affective processes), understand the impact of context (including individual 

differences), predict human behavior and enhance theory-building, they hold great promise to 

push the boundaries of the service field. Combining traditional measures (e.g., surveys) with 
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neuro-tools and theory might be key in advancing our knowledge on customers and 

employees (Becker and Cropanzano, 2010; Bell et al., 2018; Kenning and Plassmann, 2008).  

WORKING WITH NEUROSCIENTIFIC DATA: A ROADMAP 

So far, this paper discussed the various types of neuro-tools and highlighted how the 

neuro-toolbox and theory can bring considerable gain to the service research field. Yet, 

getting started with new methods might come with significant startup costs and follows a 

steep learning curve. In this section of the paper, we therefore outline a roadmap for service 

researchers looking to use neuro-tools and discuss their practical up- and downsides. The goal 

of this roadmap is to discuss key challenges related to neuro-studies and to give insights to 

service researchers before embarking on a neuroscientific service journey. Additionally, Table 

2 provides a sample checklist to guide future researchers and reviewers in executing, writing, 

and reviewing neuro-studies. 

TABLE 2 AROUND HERE 

Assessing the value of neuro-tools for a given project and determining its role 

Before planning a neuro-study, it is vital to assess whether the neuro-toolbox can add 

to the understanding of the topic under study (Plassmann et al., 2015). Not every topic is 

highly suitable to study by means of neuro-tools (Harris et al., 2018; Waldman et al., 2019). 

To illustrate, when the goal of a study is to know which option customers choose within a 

decision-set, looking at sales statistics may be the most efficient answer. However, if the goal 

is to investigate how a decision set reduces to a consideration set and finally to a choice set, 

and what products follow the whole process from the first observation until choice, a neuro-

tool like an eye tracker may prove to be a very helpful tool above traditional surveys.  

When deciding which specific tool(s) to use in a particular study, it is vital to keep in 

mind that it is not always straightforward to discern what a tool measures (e.g., heart rate 

analysis can be used both to study affective processes and stress; Bell et al., 2018; Kreibig, 
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2010; Massaro and Pecchia, 2019). Neuro-tools and our knowledge of the human body are 

still in progress. This may lead to some uncertainty as to what a tool specifically captures 

(e.g., Kennedy and Northover, 2016). For example, to comprehend whether a change in 

arousal, measured by galvanic skin response, is caused by oneself or the servicescape, 

additional data sources capturing external and/or internal cues should be added, such as 

observation, video, and surveys.  

Various tools can measure exposure to external and internal cues in a more objective 

way – which are often labeled as objective indicators. Tools to measure external cues include 

wearable haptics devices (Kurita, 2014), sensors to measure motion and physical activities 

(Tamura, 2014), microphones to capture sounds or voices, odor sensors, and eye tracking 

devices to investigate what a subject visually perceived. For example, combining eye tracking 

with galvanic skin response can help to understand what specific cue evoked physiological 

arousal by tracking visual attention. Further, socially aware systems and electronic badges can 

be used to capture social cues. These tools measure how close people stand from each other, 

how often they talk, track motion, or tone of voice (e.g., ‘Sociometer’, ‘Vibefone’; Choudhury 

and Pentland, 2003; Gips, 2006; Madan and Pentland, 2006; Olguın et al., 2009). These kinds 

of applications can inform us whether a certain social cue was present or not (Gips, 2006; 

Olguın et al., 2009). For example, EEG could be combined with changes in tone of voice 

during a meeting, to understand if these changes trigger approach or avoidance feelings 

during the meeting. On a side note, these types of applications can inform whether a certain 

social cue was present but also help to study the social servicescape in general (Chaffin et al., 

2017; Gips, 2006; Olguın et al., 2009). 

To objectively measure internal cues (e.g., cortisol change, stable bodily traits), neuro-

tools may be used. For example, cortisol measures cannot only serve as an outcome measure 

but also as a ‘manipulation check’. Cortisol spikes after being confronted with a stressor (i.e., 
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a stressful cue). By measuring cortisol levels in participants, one may objectively establish if 

the stressor manipulation indeed did its job (Yoon et al., 2012). 

Trading off the value of neuro-tools with their cost, usability, and intrusiveness 

The use of neuro-tools, in general, comes at a cost. Neuro-studies are typically more 

expensive than their traditional counterparts, sample sizes are often small, and most neuro-

tools imply a certain level of invasiveness for participants (e.g., Bell et al., 2018; Fortunato et 

al., 2014). 

The recent development of plug and play devices, including wearables, and even non-

contact techniques (e.g., webcams to read heart rate or galvanic skin response; Krzywicki et 

al., 2014; Lemay et al., 2014; Rohrbaugh, 2016) might overcome these downsides (see 

Byrom et al. (2018) for an overview). These devices typically cost less, are less intrusive 

allowing for easier use in real-life applications, and can be used with bigger samples. The 

current criticism that plug and play devices often deliver less accurate data than their medical 

counterparts is true, yet, recent work argues for the increasing reliability of plug and play data 

(Akintola et al. 2016; Bell et al., 2018; Byrom, et al., 2018).   

The obvious trade-offs between the use of medical (i.e., more complex yet more 

accurate devices) or plug and play tools mandate reflection about the level of complexity and 

detail needed for a specific study. The more neuro-tools/data are key to answer the research 

question, the more medical devices are recommended. The more a study seeks to combine 

various data-sources, plug and play devices may be considered as an extra layer of data. If 

medical neuro-tools are preferred, a multi-disciplinary team to conduct neuro-studies might be 

recommended, while a plug and play options may be used by less experienced researchers 

already (Byrom et al., 2018). Today, it must be noted that multidisciplinary research efforts 

are increasingly endorsed/encouraged by editors, publishers, and funding institutes (e.g., 

Gustafsson and Bowen, 2017).  
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Overcoming neuro-data collection and analysis challenges 

To kick-start neuroscientific research in the service domain, straightforward and rather simple 

designs are recommended (Jack et al., 2019). Yet, even with simple designs, conducting 

neuro-studies demands involves making careful decisions that will impact study design, 

sample size, and data analysis. In what follows we highlight some key considerations while 

designing, conducting, and analyzing neuro-studies oneself. In some cases, interesting 

datasets may also be available (and bought) from market research companies (e.g., Kantar and 

Nielsen) specializing in this area. 

Study set-up and data collection. Three key challenges while designing a neuro-study 

and data collection emerge, namely baseline measurement, synchronization, and confounding 

variables. First, measuring baselines or resting state/default bodily activity is standard 

practice for most types of neuro-data. To illustrate, brain or heart activity is different across 

individuals even without changes in the environment (e.g., Jackson et al., 2003; Massaro and 

Pecchia, 2019), hence a baseline measurement allows correcting experimental responses 

(Kirk, 2003; Pocock et al., 2002; Zhang et al., 2014).  

Second, while combining different neuro-tools, accurate synchronization between the 

tools is vital. To illustrate, a study combining heart rate and eye tracking while studying an e-

commerce website normally has to rely on two different devices that both provide different 

data streams. These two streams of data not only need to be synchronized with each other but 

also with the events or cues under study.  

Third, researchers need to keep track of confounding variables (e.g., Bell et al., 2018; 

Duncan and Northoff, 2013; Massaro and Pecchia, 2019). Examples are, temperature changes 

or sudden noise in the study environment, unintended movement of participants, unique 

participants traits (e.g., sex, age, a beard, glasses, health conditions), or even research 

assistants traits (e.g., the gender or perfume of the assistant). For example, an author of this 
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paper once lost 7 participants during a study, because the EEG-sensors did not stick due to 

higher temperatures and the subsequent sweat production. On other occasions, several invited 

participants had to drop out for an EMG study due to a heavy beard, and female participants 

wearing too much mascara hindered an eye tracking study. 

A less obvious, yet important, confounding variable is tasks or goal instruction 

(Duncan and Northoff, 2013). Instructions for neuro-studies should be as specific as possible, 

consistent across participants, and possible variability of reactions toward instructions while 

designing a study should be taken into account (Duncan and Northoff, 2013). For example, 

‘please buy a premium product’ versus ‘please by a product’ or ‘just relax and lie still in the 

scanner’ versus ‘ignore the scanner noise’ while measuring the baseline can lead to different 

bodily changes or outcomes (Benjamin et al., 2010; Duncan and Northoff, 2013).  

To limit problems related to the previously discussed challenges, it is recommended to 

extensively pilot test neuro-studies to ensure synchronization, equipment is working properly, 

avoidable confounding variables are restricted (e.g., check if participants do not make 

unplanned movements), and instructions before and during the study are clear. 

Sample size considerations. As mentioned previously, conducting neuro-studies can be 

intensive and intrusive for participants, and hence neuro-studies are typically run with 

relatively small sample sizes. A problem associated with these smaller sample sizes is low 

statistical power, which refers to the probability to detect a true effect. Button et al. (2013) 

show that the median statistical power of neuro-studies is typically between 8 and 31%, which 

essentially means that if an effect really exists, it is picked up by only 8 to 31% of the 

neuroscientific tests designed to detect this effect. Moreover, low-powered studies reduce the 

likelihood that a statistically significant effect actually reflects a true effect, which generally 

results in an overestimation of effect sizes and low reproducibility of the results. Researchers 

planning to conduct a neuro-study should therefore explicitly consider statistical power when 
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determining the number of participants. We gladly refer the reader to Button et al. (2013) for 

more information. 

Data-analysis and interpretation. Neuro-data creates new challenges as interpretation 

is not always straightforward (e.g., reverse inference; Karmarkar and Plassmann,2019; 

Plassmann et al., 2015), and the data captured by most tools is continuous, large, requires a 

baseline measurement, and is in need of identification of when the cue under study actually 

occurred (cf. synchronization and baselines; Bell et al., 2018; Institute of Medicine 

Washington, 2015; Zhang et al., 2014). Handling and cleaning these data and including 

baseline corrections typically requires specific statistical analyses (e.g., multi-level or mixed 

model; Zhang et al., 2014). Yet, both the rise of plug and play devices, which often return 

immediately usable data, and the growing amount of open source software packages and 

algorithms to process, clean, and analyze data contribute to optimizing neuroscientific data-

analysis (e.g., several packages in Python, PhysioToolkit; Goldberger et al., 2000; Massaro 

and Pecchia, 2019; Muller et al., 2015).  

As a result, the reporting of neuro-studies’ procedures, design, and data analysis needs 

to be as complete and transparent as possible. Researchers need to include detailed 

information on missing data, data cleaning or filtering, thinkable confounding variables, 

software and hardware used, and baseline measures, allowing other researchers replicate the 

study and to assess the validity of the data and interpretations (e.g., Caruelle et al., 2019; Lim, 

2018; Stanton et al., 2017). This transparency is particularly necessary as different hardware 

(i.e., tools), software, and data processing may produce different results (e.g., Caruelle et al., 

2019; Kennedy and Northover, 2016). 

An important pitfall to avoid while interpreting neuro-data is that of reverse 

inferences, especially with fMRI data (Karmarkar and Plassmann, 2019; Plassmann et al., 

2015). To illustrate, stress increases one’s heart rate. But finding an increased heart rate in a 
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study does not necessarily mean a participant in actually stressed, as other processes may 

underlie this change. A theory-driven approach, proper study design, and combination of 

different types of tools and data can help to deal with this issue. For a detailed discussion on 

reverse inference, we refer the reader to Plassmann et al. (2015) and Karmarkar and 

Plassmann (2019).  

Combining traditional and neuro-data  

We explicitly position neuro-data as complementary to traditional data (e.g., surveys, 

interviews). The combination of both data types might create significant advances in our field 

(e.g., Bell et al., 2018; Boshoff, 2012; Gountas et al., 2019). Both sources of data offer 

different information, cover for limitations of other data types, and -combined- improve 

predictions (e.g., Bell et al., 2018; Boksem and Smidts, 2015). For example, Boshoff's (2017) 

combination of neuro-tools with self-report measures revealed interesting insights when 

studying the role of service provider attractiveness on customer reactions to service recovery. 

While the self-reported data did not reveal an effect of frontline employee attractiveness, the 

neuro-data revealed that male and female customers responded differently toward attractive 

and less attractive employees. Male customers (compared to female customers) suppressed 

their negative responses toward failure in self-reports and even more so when an employee 

was unattractive. The mismatch between self-report and neuro-data, in fact, offered the most 

valuable information in this case.  

Answering ethical concerns  

Finally, neuro-studies within the service field deal with human subjects, hence it is vital to 

keep possible ethical considerations such as privacy concerns and general protection for 

participants in mind (Lim, 2018; Stanton et al., 2017). Participants need to be briefed about 

what will be measured, the risks involved, and the option to retract from the study at all times. 

We strongly recommended to always present a neuro-study to the university ethical board, 

report followed procedures (e.g., design, data analysis, data storage) as transparent possible, 
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store data anonymously, and meticulously follow international guidelines linked to protection 

of research participants and their data (e.g., anonymity, informed consent; e.g., Lim, 2018; 

Stanton et al., 2017; World Medical Association Declaration of Helsinki, 2001). We gladly 

refer the reader to Stanton et al. (2017) and Ulman et al. (2015) for additional information on 

ethical concerns related to conducting neuro-studies. 

POTENTIAL APPLICATIONS OF NEUROSCIENTIFIC METHODS IN SERVICE 

RESEARCH  

Few researchers applied neuro-tools to the understanding of service research problems (e.g., 

Boshoff, 2012, 2017; Huneke et al., 2015). In this section of the paper, we discuss a non-

exhaustive list of service research topics where neuro-insights may be particularly useful, 

building on recent (service) research agendas (e.g., Bolton et al., 2018; De Keyser et al., 

2019; Lemon and Verhoef, 2016; Ostrom et al., 2015; Van Vaerenbergh et al., 2019; 

Voorhees et al., 2017; Wirtz et al., 2018).  

Future research opportunities related to external cues 

Neuro-tools can bolster our comprehension of how humans experience various physical 

servicescape elements, such as sounds, taste, touch, smell, and visual aspects, as well as their 

digital counterparts (Bolton et al., 2018). Servicescapes are multisensory environments in 

which humans are exposed to various cues. Neuro-tools may help us disentangle which 

elements have the largest impact on customer perceptions and behavior, and in which context. 

Also, we are witnessing servicescapes that adapt to customer/employee reactions. For 

instance, certain types of digital advertising adapt the displayed content based on eye tracking 

information. More of these applications will emerge in the future. One promising path for 

future research using is mapping the emotional journey in parallel to visual attention to get 

insights into how employees and customers both process and feel about the different aspects 

of the servicescape. Paired up with in-store manipulations such as changing scents, lighting or 
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sound we can further our understanding about how emotions and attention interact in a 

multisensory experience. Furthermore, EEG equipment can be used in combination to show 

the effects of emotions, attention, and cognition. One such example relates to how cognitive 

load can influence the breadth of visual attention in the search process. This has previously 

been indirectly tested (Wästlund et al., 2015), but the effects can be confirmed by combining 

tools within the neuro-toolbox.   

The use of objective indicators to measure external cues is especially recommended in this 

area to establish precisely how customers/employees fit within the service environment: Are 

they moving (i.e., motion tracker)? How close are they to other individuals (i.e., social aware 

systems)? What noise levels are they experiencing (i.e., microphone)? What are they looking 

at (i.e., eye trackers)? The use of objective indicators permits to better capture the multitude 

of stimuli coming at customers/employees. In this sense, integrating neuro-tools and objective 

indicators allows to investigate the impact of varying combinations of stimuli (e.g., how do 

scent and touch collectively impact individuals?). Conversely, a tool like fMRI allows 

investigating specific physical cues in isolation, such as which cues stimulate or not the 

reward areas in the human brain. 

Next, to the physical servicescape elements, the neuro-toolbox may prove valuable in 

better understanding social interactions between various actors in the service environment. Of 

particular interest is emotional contagion (i.e., transfer of emotions from one person to 

others), which represents a key process during social interactions and has been looked at in 

co-creation, team processes, leadership, and customer attitudes research (Barsade et al., 

2018). Moreover, emotional contagion is critical during the formation of trust and empathy 

(Prochazkova and Kret, 2017). Although emotional contagion is crucial for studying 

(frontline) employees and customers, it is still not fully understood (Hatfield et al., 2014). So 

far, emotional contagion and its outcomes have largely been studied with self-report data. Yet, 
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as emotional contagion represents an automatic nonconscious process, self-report measures 

might not fully capture emotional contagion as it unfolds.  

Mimicry or synchronization between humans represents one of emotional contagion’s 

basic mechanisms. This process can be seen in muscles (e.g., facial muscles, eye direction, 

body posture), but also hormonal synchronization and physiological synchronization (e.g., 

pupils, heart rate) can surface (Prochazkova and Kret, 2017). Hence, researchers might use 

neuro-tools to better study this process in a service setting (Barsade et al., 2018). For 

example, measuring real-time peripheral changes such as galvanic skin response while 

employees and customers co-create could give us an indication of energy or even anxiety 

throughout the process (e.g., Knight and Barsade, 2013; West et al., 2017). Another 

possibility is to use ‘hyperscanning’, where neuroimaging tools, such as EEG, are 

simultaneously used on several subjects during social interaction (Babiloni and Astolfi, 2014).  

Emotional contagion is not limited to human interaction only but is also relevant to 

interactions with service robots (Barsade et al., 2018). Research on service robots is still in a 

nascent stage (De Keyser et al., 2019; Wirtz et al., 2018), hence the service domain is in a 

privileged position to contribute to the general emotional contagion-technology literature. 

Research and insights on what specific features exactly create emotional contagion while 

interacting with robots might help the robotics field to design better hard- and software 

capable of creating deep interactions with customers and/or employees (Wirtz et al., 2018).  

Another interesting research avenue is the impact of both social and physical cues on 

cognitive (over)load (e.g., Choi et al., 2014). Cognitive load relates to the total amount of 

mental activity imposed on working memory resources (cf. cognitive load theory; e.g., Choi et 

al., 2014; Sweller, 2011), and may, for instance, be considered in service research looking at 

co-creation and the adoption of new technologies (De Keyser et al., 2019). For example, as 

customers often have to assemble products themselves, it could be interesting to understand 



28 
 

the cognitive load of customers during this self-assembly (e.g., reading instructions, building, 

working together) and how this translates to satisfaction or even the successful finishing of 

the customer’s task. Such research could help to improve assembly instructions and even the 

product’s design. 

When cognitive load increases too much, situations of cognitive overload may occur 

which can have detrimental effects on customer and employee outcomes like satisfaction, 

learning, and performance (e.g., De Jong, 2010; Jen-Hwa Hu et al., 2017). In research, for 

instance, EEG and eye tracking could be used to test if workshops for employees and 

instructions for customers/patients do not result in cognitive overload (e.g., Antonenko et al., 

2010; Wästelund et al., 2015). Import to note is that cognitive load can be influenced by 

external cues, but can also go together with internal cues (e.g., Choi et al., 2014). For 

example, previous experiences, individual differences in cognitive capacity, age, and/or 

anxiety can contribute to cognitive overload (e.g., Choi et al., 2014). Disentangling which 

cues and under what circumstances matter most might prove a valuable research goal for 

future endeavors (Sweller, 2011).  

Future research opportunities related to internal cues 

Considering internal cues, researchers call for an increased understanding of employee and 

customer wellbeing (Anderson et al., 2013; Anderson and Ostrom, 2015; Ostrom et al., 2010). 

The neuro-toolbox has great potential to contribute to this area. For example, understanding 

how stress impacts people at work (i.e., employee role) or in the service environment (i.e., 

customer role) may help devise strategies to improve overall well-being. Stress is a highly 

complex process (e.g., chronic versus temporary stress) and not captured easily (e.g., 

McEwen et al., 2015). While previous research has focused on the impact of self-reported 

stress levels (Singh and Duque, 2012), neurophysiological tools (e.g., galvanic skin response, 

cardiovascular measures) and biochemical tools (e.g., measure cortisol levels) are well suited 
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to measure different aspects of stress objectively (Föhr et al., 2015; Goyal et al., 2016; 

Seemann et al., 2016).  

 Similarly, service research would benefit from a better understanding of how various 

other internal states, like hunger, fatigue, sexual arousal, and others impact 

customer/employee behavior and ultimately service evaluations. One particular area of 

interest might relate to understanding the impact of fatigue and sleep deprivation. In today’s 

society, sleeping patterns are disturbed by a variety of factors including the use of technology 

(Rosen et al., 2016) and rotating working schedules. Research on the latter, for instance, finds 

that working in shifts reduces the cognitive performance of employees due to sleep 

fragmentation, while also causing a degraded mood (Bonnet and Arand, 2003). Obviously, 

these outcomes may have a significant impact on many service settings such as healthcare and 

hospitality. Research could try to understand how the lack of sleep and/or fatigue and its 

associated outcomes (i.e., slower response time, bad mood) impacts service interactions.  

Neuro-tools can be used to monitor sleep (disturbance) and sleep quality itself (e.g., 

EEG; galvanic skin response; Herlan et al., 2019; Krystal and Edinger, 2008). Yet, physical 

(e.g., Yu et al., 2019) and/or mental fatigue (e.g., Hopstaken et al., 2016) may be more 

relevant and can be captured as well using eye tracking (e.g., blinking, visual attention) and/or 

EEG. General changes in physical fatigue (which is a physiological state) can be captured 

using neuro-tools such as cardiovascular measures, EEG, galvanic skin response, and 

electromyographic (EMG; e.g., to track specific muscle tiredness) (Dawson et al., 2014).  

Furthermore, accelerating technological advancements to measure peripheral changes 

(e.g., facial muscle activity, galvanic skin response, heart rate) with cameras, sensors, and 

mobile devices might give rise to new service applications. Indeed, adaptive service systems 

could be built to instantaneously track and respond to human peripheral changes (Ostrom et 

al., 2015). For example, camera systems could pick up customer's heightened stress or 
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negative feelings and inform an employee to intervene and turn the negative experience 

around. Future research could also contribute to a better understanding of how frontline 

employees/robots may be supported by neuro-tools in real-time.  

Future research opportunities related to the service experience and its dynamics 

 Finally, researchers call for a better understanding of the overall experience across the 

service journey (Lemon and Verhoef, 2016). Neuro-tools are particularly interesting to look at 

this topic, since they allow real-time dynamic measurement of employees/customers taking 

part in the service process and avoid relevant biases (e.g., social desirability or unwillingness 

to show true feelings). While some researchers have used real-time experience tracking to 

capture experiences in-the-moment (Baxendale et al., 2015); neuro-tools by their very nature 

have the potential to provide stronger and more objective real-time measures of what happens 

within and to employees/customers along the service journey. Particularly, the 

neurophysiological tools and EEG are well suited for this. Not only could these tools help 

academics and practitioners better understand the importance of various touchpoints along the 

service journey, they may also help make decisions on resource allocations across the various 

journey stages (Voorhees et al., 2017) and design appropriate experience profiles (Ariely and 

Carmon, 2000).  

Recently, McColl-Kennedy et al. (2019) argued that more work is desired on 

touchpoints, such as mapping out and improve (painful) touchpoints throughout services 

experience. Similarly, Van Vaerenbergh et al. (2019) suggest neuro-tools are an interesting 

complement to study the service recovery journey, including failure and recovery episodes. 

Specifically, neuro-tools could help uncover unconscious and less biased reactions toward 

service failure incidents. Understanding both physiological valence, arousal, and their 

interaction during reported versus unreported failures could improve our understanding 

considerably. Neuro-tools may also help us improve our understanding of the effectiveness of 
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recovery actions. fMRI, for instance, could be used to investigate responses in reward and 

decision-making areas of the brain, further pushing our knowledge on the impact of recovery 

actions (Van Vaerenbergh et al. 2019). 

CONCLUSION  

This paper showcases that neuro-studies and theory are a promising complement to 

enhance service theory and push the boundaries of the service field. This paper synthesizes 

literature from a variety of domains (e.g., neuroscience, consumer neuroscience, 

organizational neuroscience) to provide an in-depth background on the potential value of 

neuro-tools for the service domain and offers guidelines on how to start applying them. 

Neuro-tools are particularly valuable to study internal human processes and mechanisms, 

improve our understanding of the impact of context, and advance predictions of human 

behavior. While adopting neuro-tools might be challenging in terms of costs and data 

complexity, plug and play devices may offer a good starting point for a starting project. 

Further, we hope that this paper can assist editors and reviewers (whom might be unfamiliar 

with the neuro-method) to judge the rigor of neuro-studies, understand the potential value of 

this approach, but also give them insides in the challenges of conducting neuro-studies. 

Requesting an additional study, for instance, with self-reports scales versus neuro-tools has 

different implications (e.g., time needed, budget, etc.). Altogether, we hope this paper will 

encourage service researchers to start their own service neuroscience journey and stimulate 

increased collaboration with the neuro-field.   
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Figure 1: Summary Framework 
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Figure 2: The Neuroscientific Method 
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Table 1. Sources of measurement error in surveys and how neuro-tools deal with these issues 

Type of  

bias 
Definition Consequence for results 

Representative 

study 

Neuro-tools 

Item nonresponse  
An eligible sample member responds to the survey, but 

does not provide an answer to all questions 

Respondents might have deliberate reasons not to 
respond to the particular item. Findings might be an 

underestimation or overestimation of the population 

parameter 

De Leeuw et al., (2003) 

Not present. The 

participants do not have to 
answer questions  

Response style  
Tendency to answer survey questions without reading the 
question 

Means and standard deviations might be inflated 

depending on respondent characteristics or surveys 
procedures. Response styles inflate correlations among 

survey items.  

Van Vaerenbergh & 
Thomas (2013) 

Not present. The 

participants do not have to 
answer questions - 

Common method  
Variance and covariance in a survey that is attributable to 
the measurement method rather than to the constructs the 

measures represent 

Correlations among survey items might be inflated. Podsakoff et al. (2003) 

Complementing surveys 

with neuro-tools can help 
overcoming common 

method bias 

Timing of 
evaluation and 

recall bias 

Response to a survey might differ depending on whether 
the survey is administered immediately after an event or 

a longer time after an event 

Participants' memories of past experiences might be 

inaccurate or incomplete, leading them to base their 
evaluations on concrete (abstract) attributes when the 

survey is administered immediately (a longer time) after 

the event 

Pizzi et al. (2015) 

Not a problem, since most 

neuro-tools measure in real-

time + participants do not 
have to answer questions  

Social desirability  
Tendency to answer survey questions in a manner that is 
perceived favorably by others 

Means might be inflated because people do not want to 
reveal their true perceptions  

Hays and Ware (1986) 

Not a problem, since neuro-

tools mostly measure 

automatic bodily changes + 
participants do not have to 

answer questions  

Order effect  

Change in covariances among survey items depending on 

whether the dependent variable was measured before or 
after the independent variable(s) 

Means, standard deviations, and correlations among 

survey items might be based on the questions that were 

asked previously in the survey (e.g. the dimensions of the 
experience that were made salient) rather than the 

customer’s real experience. 

Malhotra (2008), McFarland 

(1981) 

Irrelevant, participants do 

not have to answer questions 

Halo effect 

Excess correlation over and above the true correlation 

between attributes cause by tendencies to think of 

something as good or bad in general or use the 

evaluation of a salient dimension to evaluate less salient 

dimensions. 

Means and standard deviations on individual 

measurement items may be underestimated or 

overestimated 

Wirtz (2003) 

Not a problem, since neuro-
tools mostly measure 

automatic bodily changes + 

participants do not have to 

answer questions 
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Table 2: Potential criteria that should be reported 

 

Tool selection   

 Make explicit how the neuro-tool(s) used, measure the construct(s) under study. 

 Is the relevance of the neuro-tool discussed? 

 (when relevant) Is the complementarity with other data/tools discussed? 

Study execution 

 Are the hardware and software used to collect the data specified? 

 Is the design explained in detail? Is it replicable? 

 Are the participant instructions discussed? 

 Is the sample size sufficient? 

 (when necessary) Are baseline measures included? 

 Is the synchronization of data assured and discussed in detail? 

 Are details provided on the environmental conditions in which the data is collected? 

 If the data is collected by and/or bought from an external partner, is the collecting research firm 

mentioned? 

Data analysis 

 Is the software that is being used for analysis specified? 

 Are data-cleaning and filtering procedures reported? 

 Is the data analysis explained in detail? How are baseline corrections executed and reported? 

 How clear and detailed is the data interpretation? 

 Are possible confounding variables discussed? 

Study ethics 

 Is the paper ethically sound? 

 Is an ethical approval by a university and/or external board mentioned? 

 Did study participants sign an informed consent document? 
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