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Abstract 
 

In this thesis, we aim to investigate how domains of perceived situational 

risk will influence an individual’s decision to rely on an artificially intelligent 

decision aid to perform a decision-making task. We also aim to investigate how an 

individual’s digital mindset beliefs can make the risk factors inherent in the 

situation more salient. We draw from research on organizational trust, trust in AI 

technology and decision aids, and implicit theories of mindsets to explore this 

connection. Our study examined 192 participants’ digital mindset and their 

perceptions of situational risk using an experimental vignette design survey. In our 

results, we uncovered that there is a negative relationship between specific domains 

of perceived situational risk and the decision to rely on artificially decision aids. 

However, our results suggesting that an individual’s fixed digital mindset can make 

certain risk factors inherent in a situation more salient were not supported. These 

results are reviewed and discussed in terms of their limitations, directions for future 

research, and practical implications.  
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1.0 Introduction 

1.1 Problem Identification 

In the last few decades, developments of artificially intelligent (AI) 

technology and scholars predict a future where individuals in corporations will 

work with AI-embedded programs to assist in the process of organizational 

decision-making tasks (Metcalf et al., 2019; Shrestha et al., 2019). The 

organizational push towards a more digital workplace transformation is driven by 

the belief that technologies can potentially provide innovative and competitive 

advantages. Yet, the success of this transformation is relatively determined by the 

extent to which individuals adopt the technology by accepting and using it (Legris 

et al., 2003), thus it is considered essential for individuals to trust in and rely on the 

artificially intelligent decision aid (AI decision aid) to carry out the task it is 

intended to do (Solberg et al., 2022). Still, defining and measuring trust in and 

reliance on AI-embedded technology has been one of the greatest challenges in this 

area of research (French et al., 2018).  

Mayer et al. (1995) describe trust as a willingness to be vulnerable to the 

actions of another party, which signifies that there is a willingness to take risk when 

trusting another party. Therefore, trust is evident when a trustor is willing to allow 

another party to perform an important action for the trustor. Similarly, research 

addresses the importance of trust when working with technology to create effective 

relationships (Hancock et al., 2011), especially with AI-embedded technology that 

can facilitate organizational decision-making tasks (Glikson & Woolley, 2020). The 

trust an individual develops towards AI technology will be crucial to establish the 

role of the technology in organizations progressing forward (Hancock et al., 2011), 

as this will affect the individual’s decision of relying on the technology.  

Moreover, as trust reflects the willingness to put oneself at risk, it indicates 

the significance of understanding the concept of risk concerning trust. Perceived 

situational risk has been identified as a fundamental element in research on trust in 

AI-embedded systems and similar technology (Glikson & Woolley, 2020; Hoff & 

Bashir, 2015). It is described as an individual’s beliefs about a specific task 

potentially having negative outcomes because of the experience with the task. The 

inherent risk an individual perceives in a given situation can provide more insight 

to an individual’s behavior (Stuck & Walker, 2019), which can be significant for 

understanding an individual's decision to rely on AI decision aids. Furthermore, 
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research address that the domain that the risk is involved with can impact the 

perception of risk (Fox-Glassman & Weber, 2016; Wildavsky & Dake, 1990) and 

that some domains of risk may be more salient than others depending on the 

individual (Stuck et al., 2021).  

The cultural concept of digital mindset is relatively new. It has become 

apparent in the later years, and the engagement in digital transformation initiatives 

is likely influenced by the individual’s digital thinking and beliefs in technological 

change (Solberg et al., 2020). Building on implicit theories of intelligence, it 

describes an individual’s beliefs about the malleability of their own technological 

abilities. As certain risk factors that are inherent in a situation can be more salient 

depending on the individual, there is reason to assume that an individual’s digital 

mindset beliefs can influence the perception of risk. In turn, this can affect the 

individual’s decision to rely on the AI decision aid. It is predicted that work 

performance in organizational settings will increasingly require cooperation with 

AI technology (Glikson & Woolley, 2020), and it is, therefore, evident to 

understand what influences individuals’ decisions to rely on AI decision aid tools.  

1.2 Research Question 

As there is an increasing interest in using AI decision aid tools in 

organizational settings, our study aims to understand which domains of perceived 

situational risk to be the most important in influencing individuals’ decision to rely 

on AI decision aids. To our knowledge, no other research has attempted to 

determine this. Additionally, we incorporate the concept of digital mindset to assess 

if certain risk factors present in a situation will be more noticeable for the 

individuals based on their digital mindset beliefs. Therefore, our research question 

is as follows: 

 

“Does perceived situational risk influence an individual’s decision to rely on AI 

decision aids, and will digital mindset make the risk factors inherent in the situation 

more salient?” 
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2.0 Literature Review 

2.1 Artificial Intelligence and Artificially Intelligent Decision Aids 

In the last few decades, developments of AI have rapidly increased, and 

scholars predict a future where individuals at work will cooperate with AI-

embedded programs to assist in the process of organizational decision-making tasks 

(Metcalf et al., 2019; Shrestha et al., 2019). AI represents a new generation of 

technology which is highly complex and capable of interacting with the 

environment that aims to simulate human intelligence (Glikson & Woolley, 2020). 

The term “artificial intelligence” was first coined by John McCarthy in the 1950’s 

and presented as “the science and engineering of making intelligent machines, 

especially intelligent computer programs” (McCarthy, 2007, p. 2). Today, AI is 

described as a technology that can collect and interpret data to perform cognitive 

tasks and generate solutions, decisions, and instructions (Glikson & Woolley, 

2020). AI consists of a broad collection of computer-assisted systems for task 

performance (von Krogh, 2018) which differs from more traditional technology. 

However, the technical and specific details of AI are beyond the scope of this thesis. 

AI can be embedded within different types of technology that have a diverse 

variety of functions. In this thesis, we concentrate on AI decision aids, which are 

computer programs where AI is used to make decision alternatives or recommended 

procedures to reach a specific goal (Shrestha et al., 2019; von Krogh, 2018). An 

example of an AI decision aid in a work-related setting is how corporate recruiters 

work with AI decision aids that collect and analyze information from job applicants 

to identify candidates with high potential (Solberg et al., 2022). Within 

organizations, the aid can offer benefits for decision-making, such as assisting 

employees with information processing (Shrestha et al., 2021). This can enhance 

analytical capabilities and possibly support the employees’ transition towards more 

creative work. Furthermore, by working with AI decision aids, it is anticipated that 

task outcomes are performed more efficiently (von Krogh, 2018), which gives room 

for the employees to engage in other tasks at work. 

There is a growing interest in implementing AI decision aid technology in 

organizations. Still, the success of integrating and working with AI is highly 

dependent on the employee’s trust in such technology (Glikson & Woolley, 2020). 

There is an underlying and often problematic shift of authority when working with 

AI decision aids (von Krogh, 2018), as while the technology can make a decision, 
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the individual is ultimately still responsible for the decision outcomes (Shrestha et 

al., 2019). Since it is predicted that work performance will increasingly require 

cooperation with AI and AI decision aids, it is crucial to understand what facilitates 

employees’ choice to trust in and rely on AI (Glikson & Woolley, 2020). 

2.2 Trust in and Reliance on AI Decision Aids 

2.2.1 Mayer et al.’s Model of Trust 

Organizational studies have for a long time emphasized the importance of 

trust as an essential component of interdependent working relationships (Colquitt 

et al., 2007; De Jong et al., 2016). In organizational settings, the most widely cited 

model of trust is Mayer, Davis, and Schoorman’s (1995) integrated model of trust. 

In the model, trust is defined as 

 

the willingness of a party to be vulnerable to the actions of another party 

based on the expectation that the other will perform a particular action 

important to the trustor, irrespective of the ability to monitor or control that 

other party. (Mayer et al., 1995, p. 712) 

  

This definition implies that there is a degree of risk involved when one is 

willing to be vulnerable by giving up control to allow another actor, the trustee, to 

perform a particular action that is important to the trustor. It suggests that trust does 

not signify taking risk but rather a willingness to take risk. Therefore, trust is evident 

when a trustor is willing to give control of an important action to another party, 

despite perceiving a risk when doing so associated with the uncertainty of the 

trustee’s behavior (Mayer & Davis, 1999). Research on trust in organizational 

studies tends to focus on understanding risk and cooperation in interpersonal 

working relationships. Yet, researchers address the importance of trust when 

working with technology to create effective relationships (Hancock et al., 2011), 

especially AI-embedded technology that can facilitate organizational decision-

making tasks (Glikson & Woolley, 2020). The trust that an individual develops 

towards AI technology will be fundamental to establishing the role of the 

technology in organizations progressing forward (Glikson & Woolley, 2020).  

Mayer et al.’s (1995) definition of trust was originally developed for, but 

not limited to, human-human interaction in organizational settings. The emphasis 

on a willingness to be vulnerable, the importance of the actions at stake, and the 
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potential for negative outcomes in their definition let us acknowledge trust in 

relation to technology, which also includes AI (Wang et al., 2016). However, 

research on trust in AI decision aids is broad, and several descriptions of trust have 

been defined in the literature. Still, in research where trust in AI decision aids or 

other related technology is defined, the definition of Mayer et al. (1995) is often 

applied and accepted because trust is not specified as only being limited to 

interpersonal relationships (Glikson & Woolley, 2020). Similarly, Solberg et al. 

(2022) elaborate and specify Mayer et al.’s (1995) model of trust in organizations 

and apply this to the context of human-AI decision aid work relationships. 

Therefore, we believe it is appropriate to use Mayer et al.’s (1995) model of trust 

moving forward in this thesis. However, there are some key elements in Mayer et 

al.’s (1995) model that we do not focus on, so we will therefore refrain from 

discussing some of these in relation to the description of human-AI decision aid 

relationship. 

2.2.2 Perceived Risk 

The focus on the aspects of a willingness to be vulnerable, the importance 

of the actions at stake, and the potential for negative outcomes in Mayer et al.’s 

(1995) model indicates the significance of understanding the concept of risk in 

relation to trust, as trust reflects the willingness to put oneself at risk. In their model, 

perceived risk is a central component. Perceived risk targets the individual’s 

perception of risk, not an actual risk or hazard present in the context. It is about the 

psychological element of the risk, the individual’s beliefs about risk, which will 

impact their trust and behavior. The construct has for some time been considered a 

single factor but Stuck et al. (2019) later identified subtypes of risk that are 

important and relevant to trust. These include perceived situational risk and 

perceived relational risk. 

2.2.2.1 Perceived Situational Risk and Perceived Relational Risk 

Perceived situational risk is described as an individual’s beliefs about the 

likelihood and/or feeling that a specific task or context has potential negative 

outcomes due to the individual’s experience and knowledge of the task (Stuck et 

al., 2019). This is regardless of the individual’s knowledge or personal history of 

the trustee that might be relied on in the specific situation. This can also apply to 

the perceived risk of losing valued job resources, such as future career opportunities 

or job control, due to increasingly more work being allocated to AI rather than 
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human beings (Glikson & Woolley, 2020; Solberg et al., 2020). It is about the risk 

rooted in the situation, which decides to rely on the trustee significant. For example, 

a corporate recruiter has been tasked with finding a new colleague for the 

recruitment team. Although the recruiter works with screening applications for the 

corporation daily, this new employee will be working closely with the recruiter and 

the team. Unconcerned with the recruiter’s previous experience with the AI 

decision aid, the recruiter may perceive a higher situational risk by relying on the 

technology given the situation of how this new employee will directly impact the 

recruiter and the team specifically. The individual’s trust in the AI decision aid must 

exceed their perceived situational risk for the individual to take a risk due to their 

trust (Stuck et al., 2019). 

On the contrary, perceived relational risk refers to an individual’s belief 

about the likelihood and/or feeling that interacting with another party has potential 

negative outcomes due to the individual’s personal history or historical knowledge 

of the other party (Stuck et al., 2019). It is about the risk associated with the trustee 

not performing well, driven by the individual’s experience, history, or relationship 

with the trustee (Stuck et al., 2019). There is also a likelihood of the individual 

contemplating the consequences if the AI performed poorly or inadequately and the 

perceived risk of being responsible for those consequences (Dwivedi et al., 2019). 

For example, the corporate recruiter using an AI decision aid to collect and analyze 

information from job applicants, could perceive a higher relational risk if the 

recruiter had previous experience with the aid not working properly (i.e., 

disregarding valuable information in some applications, thus overlooking 

applicants with high potential). The more risk associated with the AI decision aid, 

the less trust the individual will have in the trustee (Stuck et al., 2019). 

As trust is relative to an uncertainty, the perceptions of risk are crucial in 

developing trust in technology (Hoff & Bashir, 2015). Trust affects what decisions 

an individual makes in risky or uncertain environments (Park et al., 2008). Thus, 

the level of trust between a human and AI would be severely critical in high-risk 

situations or high-performance environments (Groom & Nass, 2007; Schaefer et 

al., 2016). In Mayer et al.’s (1995) model, they intentionally separated the perceived 

risk related to the possibility of another party, the trustee, performing poorly or 

failing from the perceived risk associated with the chance of loss or disappointing 

outcomes in a situation which in return would make the decision to trust important 

and uncertain. In their model, perceived risk refers to “the trustor’s beliefs about 



 

Page 7 

likelihoods of gains or losses outside of considerations that involve the relationship 

with the particular trustee” (Mayer et al., 1995, p. 726). Thus, the definition in their 

model reflects perceived situational risk. Moreover, in line with Mayer et al.’s 

(1995) model, perceived situational risk had been recognized as a crucial element 

in research on trust in automated and AI-embedded systems (Glikson & Woolley, 

2020; Hoff & Bashir, 2015). As we intend to use Mayer et al.’s (1995) model of 

trust in our thesis, we will therefore only focus on perceived situational risk moving 

forward. 

2.2.3 Reliance on AI Decision Aids 

Trust can anticipate the level of reliance on technology (Glikson & Woolley, 

2020), and research suggests that individuals reduce their reliance on technology 

when the risk is greater (Ezer et al., 2008; Rajaonah et al., 2008). The predicted 

outcome of Mayer et al.’s (1995) model involves risk-taking in the relationship and 

refers to “the behavioral manifestation of the willingness to be vulnerable” (i.e., 

trust) (p. 724), which is presented when the individual allows the other party to 

carry out an important task or action. Nevertheless, risk-taking in the relationship 

is not recognized as a behavioral presentation of trust in the model. Instead, it is 

viewed as the outcome of the interaction amid trust and the perceived situational 

risk. Based on this interaction, it is about the decision to rely on the trustee. 

Correspondingly in research on automation, the decision to rely on the technology 

is often presented as the behavioral outcome of trust (Lee & See, 2004), as the act 

reflects the individual allowing the technology to perform a task that is important 

to the trustor. In the context of AI decision aids, Solberg et al. (2022) argue that 

reliance is evident when an individual allows the AI decision aid to perform the 

decision-making task it is intended to do. The presence and growth of trust and the 

factors contributing to it can have effective and long-lasting effects in explaining 

the future behavior of individuals cooperating with such technology (Hancock et 

al., 2011).  

2.3 Risk domains 

Beyond the subtypes of perceived risk discussed above, there are also 

domains of risk that should be considered regarding the interaction between trust 

and perceived risk. Research addresses that the domain of which the risk is involved 

in can impact the perception of risk (Fox-Glassman & Weber, 2016; Wildavsky & 
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Dake, 1990), as the potential effect of risk is regulated by the degree of importance 

in the situation (Koller, 1988). 

Jacoby and Kaplan (1972) presented a study where these domains of risk 

from consumer behavior literature were identified and tried to determine their 

interrelationships and uncover their individual and collective connection to overall 

perceived risk. From their study, five domains of perceived risk emerged. 

Moreover, these domains were functionally independent, implying that if one type 

of risk variety increased, another could either increase, decrease, or remain 

unchanged (Jacoby & Kaplan, 1972). 

Concerning consumer behavior, Jacoby and Kaplan (1972) defined 

perceived financial risk as the possibility of losing money by trying a product from 

an unfamiliar brand. The second domain, perceived performance risk, described the 

likelihood of it being something wrong with a product from an unfamiliar brand or 

that it would not properly work. Third, perceived physical risk was defined as the 

possibility of a product from an unfamiliar brand could cause harm or injure the 

consumer by not being safe. The fourth domain, perceived psychological risk, refers 

to how a consumer’s self-image or how he or she thinks about themselves would 

not fit well by trying a product from an unfamiliar brand. The last domain, perceived 

social risk, defined the chances of how a product of an unfamiliar brand would 

impact the way others think of the consumer. Lastly, overall perceived risk was 

described as how risky it would be to buy a product of an unfamiliar brand, 

considering all kinds of factors combined (Jacoby & Kaplan, 1972). While Jacoby 

and Kaplan (1972) conducted their study of these domains, Roselius (1971) 

identified time loss as a sixth domain of risk, which was defined as how one wasted 

time, convenience, and effort by getting a product repaired, adjusted, or replaced if 

the product failed. 

Expanding the work of Jacoby and Kaplan (1972), Stuck and Walker (2019) 

investigated these domains of perceived risk concerning common or everyday 

technologies. They emphasized that there was a need not only to understand the 

overall perceived risk but also the domains of perceived risk, as the domains could 

have different impacts on overall perceived risk. Further, they argued that 

understanding the specific domain of perceived risk could provide more insight into 

which components of risk would have the most impact (Stuck & Walker, 2019). 

Their study demonstrates how even among common technologies, the types of risk 

will vary greatly for different technologies and in relation to overall perceived risk. 
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It concludes that perceptions of risks are fundamental to understand when gaining 

insight to individuals’ behavior (Stuck & Walker, 2019). 

2.3.1 Domains of Situational Risk in the Context of using AI Decision Aids 

Stuck et al. (2021) then applied the domains of perceived risk uncovered 

from the work of Jacoby and Kaplan (1972) and Roselius (1971), among other 

domains, to the context of human-robot interactions. The domains are applicable to 

both perceived situational risk and perceived relational risk and Stuck et al. (2021) 

further described the domains in relation to these subtypes of risk. Solberg et al. 

(2022) took this a step forward and adapted the framework of Stuck et al. (2021) in 

relation to AI decision aids, where they defined and exemplified each domain of 

perceived situational risk within human-AI decision aid work relationships. 

In their review, financial risk is described as the belief that an individual 

could lose money if the individual led AI decision aids to administer important 

tasks. Historically, this domain of risk is often connected to gambling but is 

applicable in any situation where there is a chance of losing money, such as 

handling expensive technology (Stuck et al., 2021). Solberg et al. (2022) exemplify 

how an employee believes she will lose her financial security due to losing her job 

if she lets AI decision aids carry out key parts of her work tasks.  

Performance risk refers to the belief of how relying on AI decision aids 

could result in negative performance implications. Solberg et al. (2022) exemplify 

this as how a credit risk manager believes using an AI decision aid to perform 

customer risk assessments will cause issues for the customers, as they expect 

personal attention towards their personal assessment.  

Physical risk was described as the belief that relying on AI decision aid 

could cause damage, lead to physical harm, or negatively impact health. An 

example is that by relying on an AI decision aid that prioritizes targets, an air 

defense system operator believes it could lead to errors with potentially damaging 

results as the aid reduces his situational awareness of the airspace (Solberg et al., 

2022).  

Psychological risk refers to the belief that it does not align with an 

individual’s identity or could lead to negative psychological states (i.e., depression 

or anxiety) by relying on AI decision aids. Solberg et al. (2022) exemplify this 

situational risk by describing a manager who believes using an AI decision aid will 
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remove intriguing work, which will reduce the job satisfaction he currently 

experiences.  

Beyond an individual’s self-image, social risk was described as the belief 

that relying on AI decision aids could affect how others think of the individual. An 

example of social risk is a doctor perceiving that the patients will undermine the 

doctor’s expertise and credibility by using an AI decision aid to help diagnose the 

patients (Solberg et al., 2022).  

Lastly, time loss risk is described as the belief of how one would use time 

ineffectively and inefficiently by relying on AI to perform a certain task. An 

example is an architect who believes it is a waste of time to collect and enter 

parameters an AI decision aid needs to produce building configurations as the 

architect and his colleagues already have some good ideas (Solberg et al., 2022).  

While the domain of which the risk is involved in can influence the 

perception of risk (Fox-Glassman & Weber, 2016; Wildavsky & Dake, 1990), it 

should also be important to remark that some domains of risk may be more salient 

than others depending on the individual (Stuck et al., 2021). Even in situations 

where all domains described above are present, they may not all be equally salient 

to the individual, as individual factors contribute to the perception of risk 

experienced.  

2.4 Digital Mindset: Fixed and Growth 

2.4.1 Digital Transformation and Digital Mindset 

Technology has become essential to success for many contemporary 

businesses today (Kane et al., 2017). The push towards a more digital 

transformation is driven by the belief that the technologies have the potential to 

provide more innovative and competitive advantages. Yet, the success of this 

transformation is rather dependent on the extent to which employees adopt the 

technology by accepting and using it (Legris et al., 2003). In the context of digital 

transformation, the term “digital mindset” has been extensively used by 

practitioners in the later years, claiming it is vital to have a digital mindset to 

succeed in a digitized workplace (Kane et al., 2017; Lipman, 2017). In general, it 

is understood as an organizational culture that highlights the influence of digital 

transformation and supports it in multiple ways (Solberg et al., 2020). Digital 

mindset has been conceptualized to include the aspect of “individual beliefs about 

the extent to which one’s personal ability to learn and use new technologies are 
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fixed or malleable” (Solberg et al., 2020, p. 3). They emphasize employees’ beliefs 

in technological change and “digital thinking”, which are likely to influence 

employees’ engagement in digital transformation initiatives, whether to engage 

with or withdraw from it (Solberg et al., 2020). 

2.4.2 Implicit Theories of Mindset 

The implicit theories of intelligence describe assumptions about the nature 

and adaptability of individuals' personal attributes and influence how individuals 

make judgments, inferences, and reactions (Dweck et al., 1995). Research 

distinguishes between two implicit theories, referred to entity theory and 

incremental theory (Dweck, 1986). Entity theory describes the beliefs of attributes, 

such as intellectual abilities, being trait-like entities that cannot develop or improve. 

These are static. Incremental theory concern beliefs about how attributes are 

dynamic and developable. These can be learned and improved through effort over 

time, thereby, it is malleable (Dweck et al., 1995). Later, these theories were coined 

as fixed and growth mindsets (Dweck, 1986). Fixed mindset is defined as the belief 

of personal attributes being constant or static (entity theory), whereas growth 

mindset refers to the belief of personal attributes being developed and enhanced 

over time through effort (incremental theory) (Dweck, 2006). When encountering 

an event that is negatively loaded, such as a situation that feels challenging to 

overcome, those who have a fixed mindset and those who have a growth mindset 

will respond differently (Dweck et al., 1995).  

2.4.3 Fixed Mindset 

Individuals with a fixed mindset tend to look for situations where their 

intelligence, abilities, or competence can be validated (Dweck & Leggett, 1988). 

Thus, they tend to avoid situations where they could be perceived as incompetent. 

Similarly, they are more prone to turn down help from others and rarely seek help 

as it could label them as being incompetent (Dweck & Yeager, 2019). In relation to 

the workplace, an employee with a fixed mindset and beliefs of how one’s own 

skills, strengths, and abilities cannot improve may tend not to develop within the 

workplace to the same degree as other employees (Han & Stieha, 2020). This can 

be explained by how these employees tend to choose work tasks they are familiar 

with and know how to perform rather than exploring new tasks where they will 

have an opportunity to develop their attributes. When faced with obstacles or 

challenges, research shows that individuals with a fixed mindset will reduce their 
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effort or remove themselves from the situation (Dweck & Leggett, 1988). For 

individuals with a fixed mindset, everything is about the outcome (Dweck, 2017). 

Thus, if one were to fail, or not be the best, the work leading up to the outcome is 

considered a waste. 

2.4.4. Growth Mindset 

On the contrary, individuals with a growth mindset are more likely to look 

for situations where they can increase their intelligence, abilities, or competencies 

(Dweck & Legget, 1988). When encountering challenges or obstacles, individuals 

with a growth mindset tend to approach the situation with more effort and thus, 

learn new skills. Conversely to individuals with fixed mindset, those with a growth 

mindset tend to seek help and use this to achieve new learning goals (Dweck & 

Yeager, 2019). In relation to the workplace, employees with a growth mindset tend 

to embrace situations where they try new work tasks and further develop their 

human attributes (Han & Stieha, 2020). Research suggests that employees with a 

growth mindset positively impact individual- and organizational performance due 

to their development and improvement of human attributes (Han & Stieha, 2020). 

Furthermore, it is emphasized that individuals with a growth mindset often tend to 

be more open to changes, such as using a new type of program or solutions in the 

workplace. For individuals with a growth mindset, it is about being able to value 

what they are doing, regardless of the outcome (Dweck, 2017). 

However, it is essential to note that there is no right or wrong between the 

two mindsets, but instead that they refer to how different reality is viewed. Further, 

it is essential to emphasize that an individual often holds a mixture of the two 

mindsets (Dweck, 2015) and therefore does not exclude one from the other. An 

individual may react or make judgments with a fixed mindset in a given situation 

and with a growth mindset in another.  

 

2.4.5 Fixed Digital Mindset and Growth Digital Mindset 

In this thesis, we chose to conceptualize digital mindset based on the work 

of Dweck’s (2017) characterization of fixed and growth mindset. In present 

research, digital mindset is described as an individual’s beliefs towards the 

malleability of their own technological abilities (Solberg et al., 2020). Depending 

on whether these abilities are fixed or malleable, they will influence how 

individuals make judgments, inferences, and reactions differently in relation to 
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digital transformation and technological change (Solberg et al., 2020). As mindsets 

can have a dominant effect on an individual’s feelings, cognitions, and behavior 

(Kray & Haselhuhn, 2007), we want to examine if an individual’s fixed digital 

mindset (henceforth, FDM) or growth digital mindset (henceforth, GDM) will 

influence their decision of relying on an AI decision aid in an organizational setting.  

We describe FDM as beliefs of personal technological abilities being 

unchangeable and static, whereas a GDM refers to beliefs that these technological 

abilities can develop and enhance through effort. An employee with a GDM may 

see the technology transformation initiatives as an opportunity to learn, thus being 

more willing to use the new technology and learn from it. In contrast, an employee 

with a FDM may perceive the new initiative as a possible threat towards looking 

incompetent as the new technology would need to be mastered, thereby avoiding it. 

The concept of digital mindset seeks to provide advice so employees in corporations 

can better understand and utilize digital thinking in technological change initiatives 

and address the implications of dealing with digital transformation (Solberg et al., 

2020). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Page 14 

3.0 Theoretical Framework and Hypotheses 

3.1 Perceived Situational Risk and the Decision to Rely on an AI Decision Aid 

As previously addressed, the perceptions of risk are crucial to understanding 

the development of trust in technology (Hoff & Bashir, 2015), as trust can affect 

what decision an individual will act upon in given situations (Park et al., 2018). 

There have not been developed specific propositions in Mayer et al.’s (1995) model 

of how different levels of trust and perceived risk interact and how this interaction 

is displayed when the trustor allows the trustee to carry out a crucial task for the 

trustor. However, we can assume that there will be a less positive relationship 

between trust and making the decision to rely on the trustee if the perceived risk is 

high. It is essential to understand that without risk, there is no trust (Stuck et al., 

2021). If the trustor perceives no risk, then the trustor does not necessarily need to 

trust the trustee to rely on it. 

Stuck and Walker (2019) emphasized that to understand an individual’s 

behavior towards their perception of risk it was essential to uncover which domains 

of risk that were relevant in specific situations. In their study, they concluded that 

on the different domains of risk, technological work-related devices such as 

smartphones or laptop computers scored highest on performance-, social-, and 

psychological risk. In relation to the decision of relying on an AI decision aid to 

carry out a decision-making task, Solberg et al. (2022) assume that perceived 

performance situational risk could be a vital domain as individuals could believe 

relying on an AI decision would negatively impact their own performance. 

Similarly, perceived psychological situational risk could also be an essential 

domain as individuals could believe that relying on an AI decision aid will result in 

reduced job satisfaction or loss of task identity (Solberg et al., 2020). Furthermore, 

in an organizational setting, we assume that perceived social situational risk could 

be an important domain as individuals could believe that other employees would 

undermine their credibility by relying on an AI decision to carry out a critical 

decision-making task for them. 

Based on the findings from Stuck and Walker (2019) and the beliefs of 

Solberg et al. (2022), as well as our assumptions, we, therefore, chose to focus on 

performance-, social-, and psychological risk as the main domains of perceived 

situational risk to explain an employee’s behavior of relying on AI decisions aids 
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at work. Therefore, our hypothesis is as follows: 

 

H1: There will be a negative relationship between perceived performance-

, social-, psychological situational risk and the decision to rely on the AI 

decision aid. 

 

3.2 Digital Mindset, Perceived Situational Risk, and the Decision to Rely on an 

AI Decision Aid 

Stuck et al. (2021) argue that some domains of risk may be more salient than 

others in a given situation as the perception of risk is dependent on individual 

factors. Therefore, we believe that an individual’s digital mindset beliefs will make 

certain risk factors that are inherent in a situation more salient. Solberg et al. (2022) 

define perceived performance situational risk as the belief that relying on AI 

decisions could result in negative performance implications. However, the failure 

to deliver the desired performance does not concern performance deficiencies of 

the AI decision aid. As an individual with a fixed mindset prefers tasks they are 

familiar with and know they can master (Dweck, 2006), we propose that the 

perceived performance risk of relying on an AI decision to carry out a task for them 

without knowing the outcome in the situation will be greater for those with a FDM 

compared to those with a GDM. If the outcome is negative, an individual with a 

FDM can view this as a failure, thus inflicting on their performance. On the 

contrary, individuals with a GDM tend to embrace challenges. They may therefore 

see this as an opportunity to learn, regardless of the outcome, thus not perceiving a 

high performance risk in this situation.  

Further, individuals with a fixed mindset tend to avoid situations where they 

can be perceived as incompetent by others (Dweck & Leggett, 1988). Solberg et al. 

(2022) define perceived social situational risk as the belief that relying on AI 

decision aids could affect how others think of the individual. We, therefore, propose 

that individuals with a FDM will perceive higher social risk in situations where they 

rely on the AI decision aid to perform the task for them, compared to those with a 

GDM, as they are afraid to be perceived as incompetent by others because they did 

not do the task themselves.  

Moreover, Solberg et al. (2022) describe perceived psychological 

situational risk as the belief that relying on AI decision aid is not in line with the 
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individual’s identity or that it could lead to negative psychological states. As 

individuals with a fixed mindset tend to seek situations where their abilities can be 

validated (Dweck & Leggett, 1988), we propose that individuals with a FDM will 

perceive the psychological risk to be more salient in situations where they rely on 

the AI decision aid to perform the task for them, as their abilities cannot be validated 

to the same extent because they did not do the task themselves. Conversely, we 

believe that those with a GDM will perceive a low psychological risk, as relying on 

an AI decision aid can provide opportunities to reach new learning goals. With this 

in mind, we propose the following hypothesis: 

 

H2: Individuals having a high (versus low) FDM will perceive greater a) 

performance-, b) social-, c) psychological risk in situations requiring the 

decision to rely on AI decision aid. In turn, the decision to rely on the AI 

decision aid will be significantly lower when an individual’s FDM is high 

(versus low). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Page 17 

4.0 Research Method 

4.1 Research Design 

To answer our research question in the best possible way, we believe that 

quantitative research with an experimental vignette design is the most suitable, as 

the quantitative research design stresses quantification within the collection and 

analysis of the data. In addition, it is often more deductive and objective and 

incorporates a more natural science model of the research process (Bell et al., 2019). 

In experimental vignette design, the participants are presented with specific, 

carefully planned scenarios that assess the dependent variables and their intentions, 

attitudes, and behaviors. Further, by using an experimental vignette design, 

experimental realism intensifies because the researchers have the opportunity to 

manipulate and control the independent variables. This helps increase internal and 

external validity (Atzmüller & Steiner, 2010; Hox et al., 1991). 

According to Cavanaugh and Fritzsche (1985), this method is particularly 

useful when those who carry out the study want control over the independent 

variables. They stress that one wants this control to obtain evidence between cause 

and effect. Further, this type of experiment benefits the research by including the 

factors most relevant to the research question while excluding those that will 

confuse the result. This process and control assist in testing causal hypotheses to a 

greater extent, which can usually be difficult to test. The design is especially useful 

when there is a need to determine the direction of the causal relationship (Aguinis 

& Bradley, 2014). 

To strengthen the quality of our research, reliability and validity are criteria 

that are crucial to consider. Reliability concerns the consistency of measures, 

whereas validity refers to whether a measure of a concept really measures that 

concept (Bell et al., 2019). A strength of experimental vignette design is that the 

internal validity is high since the external validity is sacrificed (Argyris, 1975; 

Scandura & Williams, 2000). Although external validity is often lower in 

experimental vignette design, it is possible to increase the external validity. This 

can, for example, be done by providing the participants with greater in-depth 

knowledge of the scenarios they are being presented with since they are often 

approaching the real world (Heslin et al., 2006). With this in mind, we wanted to 

ensure that the participants were presented with as realistic vignette scenarios as 

possible with enough relevant information to increase the realism level in our study.  
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In this study, we conducted a survey (see appendix 1 for all survey 

questions) to collect data on FDM (the moderator), Perceived Situational Risk (the 

mediator), Perceived Situational Risk Conditions (the independent variables), and 

Decision to Rely on AI (the dependent variable) of our model. The different 

variables are depicted in our research model (Figure 1) below, which is applied to 

address our research question. In the first part of the survey, we determined the 

participant’s digital mindset using an adapted scale from Levy et al. (1998). We 

will return to describe this further below. Then, the participants were presented with 

one out of four different vignette scenarios, all of which consisted of different 

conditions. In our scenarios, we created a hypothetical case where the respondent 

had to decide whether or not they were willing to rely on an ERP-system that would 

calculate bonuses for employees automatically. The vignettes were identical in all 

experimental conditions except for the parts that contained experimental 

manipulations. The first scenario was the control scenario, which only contained 

standard text and no experimental manipulation. The second scenario contained a 

manipulation that was intended to trigger performance risk. In the third scenario, 

we added a manipulation intended to trigger social risk. Lastly, the fourth scenario 

consisted of a manipulation intended to trigger psychological risk. Participants were 

randomly exposed to one of the four scenarios regardless of what they had answered 

in previous questions.  

4.1.1 Research Model 

Our research model (Figure 1) is inspired by Mayer’ et al. 's (1995) model 

of organizational trust, and we use this to integrate, compare, analyze, and organize 

research of perceived situational risk, FDM, and the decision to rely on AI. 

 
Figure 1. Research model 
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4.2 Sample and Procedure 

In this study, non-probability sampling has been conducted using the 

snowball effect as we used our social network to collect the relevant primary data 

by publishing the survey on Facebook and LinkedIn. Non-probability sampling is 

a method of sampling where a random way of collecting the data is not being 

conducted which further implies that some part of the population is, therefore, more 

likely to be selected than others (Bell et al. 2019). Furthermore, since our network 

consists primarily of Norwegian and English speakers, we distributed the survey in 

both Norwegian and English.  

Regarding sampling, it is also relevant to examine the sample size. When 

deciding the sample size, it is often dependent and affected by time and cost 

considerations. Furthermore, it is essential to focus on the total size rather than the 

relative size of the sample (Bell et al., 2019). In this research, our goal was to 

receive approximately 200 respondents. At the same time, it was vital to consider 

that there may be some non-respondents. Therefore, it was crucial to obtain a few 

more respondents than 200. When the data collection ended, we had gathered a total 

of 250 respondents. Then, we cleaned the data set and removed the respondents 

who used exceptionally long or short time answering the survey and those who did 

not complete it. In the end, the final data set consisted of 192 respondents, which 

provided us with approximately 50 respondents for each vignette scenario. 

Based on the participants that answered the survey, 77 (40.1%) were male, 

114 (59.4%) were female, and 1 (0.5%) did not wish to answer. For age, 1 (.5%) 

were under 20, 74 (38,5%) between 20-29 years, 36 (18,8%) were between 30-39 

years, 26 (13,5%) were between 40-49 years, 32 (16,7%) were between 50-59 years, 

20 (10,4%) were between 60-69 years and 3 (1,6%) were above 70 years. 24 

participants had experience with calculating bonuses manually, 10 participants had 

experience with calculating it through ERP-system or similar, and 160 participants 

had no experience calculating bonuses. 

4.3 Measures 

In this thesis, we used the Likert scale on most of the questions to collect 

the data, where the respondents selected how much they agreed or disagreed with 

the statements presented (see appendix 1 for all measures). 
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4.3.1 FDM and GDM 

When measuring the respondent’s digital mindset beliefs, we took 

inspiration from the scale used by Levy et al. (1998), which measures whether an 

individual has a fixed or growth mindset. As a part of the survey, we adapted this 

scale by adding “technological skills/abilities” in relation to digital mindset. An 

example of a question from Levy et al. (1998) to measure this is “everyone is a 

certain kind of person, and there is not much that they can do to really change that.” 

Similar statements were adapted regarding how a mindset could influence relying 

on AI. Participants scoring high on this scale implied they had more of a FDM, 

whereas participants scoring low implied they had more of a GDM.  

4.3.2 Perceived Performance-, Social-, and Psychological Situational Risk 

When we measured the mediated variables of perceived situational risk with 

the domains of performance-, social-, and psychological risk, we adapted the 

measure created by Jacoby & Kaplan (1972). This measure was a part of the 

vignette scenarios where the participants had to answer what kind of risk they 

perceived when presented with one of the different scenarios. As Jacoby and 

Kaplan’s (1972) measure was originally used to measure perceived risk in relation 

to consumer behavior, we adapted this to apply to AI decision aids technology.  

Even though we only focused on measuring three of Jacoby & Kaplan´s 

(1972) perceived risks in our study, we made all six domains of risk available for 

the participants to select between. This was done to ensure that we were testing 

what we were supposed to test and to examine if the participants perceived the 

intended situational risk we are suggesting in our hypothesis. For example, in the 

study of Jacoby and Kaplan (1972) perceived performance risk was measured as 

"what is the likelihood that there will be something wrong with an unfamiliar brand 

of ____or that it will not work properly?" (p. 11). In our study, similar statements 

were adapted to measure perceived situational risk in relation to AI decision aids 

that were relevant for our research.  

4.3.3 Decision to Rely on AI  

The last variable in our model is the dependent variable Decision to Rely on 

AI. Again, it is not reliance that is being measured, but the intention to rely. The 

respondents had to make a decision of whether they intended to rely on the AI 

decision aid, in this case, the ERP-system, based on the information they received 
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from one of the four different vignette scenarios they were presented with. To 

measure this, the respondent would rate on the Likert scale to what extent they 

experienced any perceived situational risk and if they intended to rely on the system 

to perform the task for them or not.  

4.4 Research Ethics  

The ethical aspect is an essential part of the study that must be valued when 

collecting data. Further, the study needs to continuously revisit the ethical 

considerations throughout (Bell et al., 2019). In connection with this study, we 

started by examining the ethical guidelines and rules to ensure that we followed the 

ethical guidelines required by law when obtaining data. When creating the survey, 

we did not send our survey to NSD (Norwegian Center for Research Data) 

regarding personal data and data collection for approval since we did not collect 

personal or sensitive information from the participants. Furthermore, the survey 

was designed so that the overall combination of information cannot be linked to a 

person or other personal information. 

Regarding this thesis, we discovered some ethical principles which were 

highly important to shed light on. Firstly, it was necessary for us that those who 

participated in the survey received all the information they needed to be able to 

answer the survey or make the decision of whether to participate or not. This refers 

to the principle of informed consent (Bell et al., 2019). In addition, we found it vital 

to focus on the anonymity of the participants in the study. Being anonymous when 

responding to a survey can be necessary for participants, and it was something we 

wanted to ensure. 
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In the following two sections (5.0 Analysis and 6.0 Results), we abbreviate 

the variables described in our model for brevity’s sake. For example, when 

discussing Perceived Performance Risk, we will refer to this as PPR.  

 

5.0 Analysis 

5.1 Scale Reliability 

The analysis in this thesis was carried out step by step. First, as a part of the 

descriptive analysis, it was essential to conduct a reliability analysis. In this context, 

we conducted a reliability analysis to examine the internal reliability of the 

respondent’s digital mindset. It essentially calculates the average of all possible 

split-half reliability coefficients. As a rule of thumb, .70 is said to be a computed 

acceptable Cronbach’s alpha coefficient (Bell et al., 2019). In the reliability 

analysis, we added all the questions concerning digital mindset to the analysis. We 

also reversed one of the questions since it is primed differently and in the opposite 

direction than the other questions that measure the participants' FDM. 

5.2 Hypothesis Testing 

Further, in the next step of the analysis, we did a correlation analysis, which 

is a statistical measure of how much two measurable quantities are related to each 

other. On hypothesis 1, we did a Pearson's correlation analysis which is a coefficient 

of test statistics that measures the statistical relationship, or association, between 

two continuous variables. This analysis is acknowledged as a good tool for 

measuring the relationship between variables of interest because it is based on the 

covariance method (Bell et al., 2019). Here, we compared the connection between 

all the perceived situational risks and the decision to rely on AI. 

To test hypothesis 2a, 2b, and 2c we used Process macro for SPSS (version 

4.1) created by Andrew Hayes (Hayes, 2022), which enables simultaneous testing 

for the entire mediation and moderation model. At the same time, it also integrates 

bootstrapping techniques for estimating indirect effects, preferably used by 

methodologists instead of causal steps and Sobel test strategies (Baron & Kenny, 

1986). The method of bootstrapping is where the data is repeated to establish 

confidence intervals for the indirect effect (Preacher & Hayes, 2008). If zero is not 

included in the interval range, one can argue that the effect of the independent 

variable on the dependent variable is mediated by the mediation variable. However, 
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Sobel tests or other causal step strategies are recommended in other studies where 

the samples are larger (Preacher & Hayes, 2008). Further, the process macro test 

has a higher power. It keeps more control over Type I error, which refers to when 

a relationship between two variables is concluded when there is none (Banerjee et 

al., 2009).  

Hypothesis 2a, 2b, and 2c were tested using PROCESS Model 7, which 

allows for the moderation (PROCESS Model 1) and mediation (PROCESS Model 

4) effects to be tested simultaneously, which further provides the effects on the 

overall outcome. For hypothesis 2a, X = Condition: Performance Risk (CPR), Y = 

Decision to Rely on the AI Decision Aid (Rely), M = Perceived Performance Risk 

(PPR), and W = FDM. For hypothesis 2b, X = Condition: Social Risk (CSR), Y = 

Rely, M = Perceived Social Risk (PSR), and W = FDM. Lastly, for hypothesis 2c, 

X = Condition: Psychological Risk (CPSR), Y = Rely, M = Perceived Psychological 

Risk (PPSR), and W = FDM. The tests were conducted with a 95% confidence 

interval using bootstrapping with 10,000 resamplings. 
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6.0 Results 

6.1 Scale Reliability 

In the reliability analysis, we found that the FDM measure had acceptable 

internal reliability in the current sample since the Cronbach's alpha was .802.  

6.2 Hypothesis Testing 

6.2.1 Hypothesis 1 

The results presented in Table 1 concern the testing for hypothesis 1. As 

shown in the table, perceived performance-, social-, and psychological situational 

risk were negatively related to the decision to rely on the AI decision aid, and all 

relationships were significant. Thus, hypothesis 1 is supported. 

Table 1. Correlation analysis 

 
Note. N = 192. *p<.05, **<p<.01, ***p<.00. 

6.2.2 Hypothesis 2a 

Table 2 represents the findings related to testing Hypothesis 2a when 

perceived situational risk is set to be performance risk. The main effect of CPR on 

PPR is negative but not significant (b = -.58, t = -1.00, 95% CI = -1.7196, .5648, p 

=.32). Nevertheless, the interaction effect between FDM and CPR is marginally 

significant (b = .46, t = 1.73, 95% CI = -.0672, .9961, p = .08). The low FDM level 

simple slope showed a non-significant relationship. The mean level was marginally 

significant, but the high FDM level simple slope increased the effect of CPR on 

PPR (b = .71, t = 2.60, 95 CI = .1677, 1.2499, p<.05). This is also illustrated in 

Figure 2, which shows that CPR is more positively related to PPR when FDM is 

high, implying that when FDM increases the perceived performance risk increases. 

This lends support to our hypothesis of how FDM moderates the relationship 

between CPR and PPR. This moderation was further noticed when the value of 

FDM continued to increase and how it positively related to PPR (See appendix 2). 
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Table 2: Moderation Effect of FDM on the Relationship between CPR and PPR 

 
Note. N=93. b = unstandardized coefficient; CI95% = confidence interval. 

*p <.05. **p <.01, ***p <. 001. Slopes (1): Low digital mindset, (2): Mean digital mindset, (3): High digital 

mindset. Standard Errors are in parentheses. 

Figure 2. Interaction between FDM, Condition: Control (CC) and CPR on PPR 

 
Note. N=93.  
 

Table 3 presents the results connected to testing the mediation effect of 

hypothesis 2a. These findings indicate that CPR is positively and significantly 

related to PPR (b = .38, t = 1.99, 95% CI = (.0013, .7610), p <.05). PPR is negatively 

and significantly related to Rely (b = -.50, t = -4.77, 95% CI = (-.7134, –.2940), 
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p<.01). The test of the mediating effect of PPR between CPR and Rely showed a 

negative significant coefficient, as the confidence interval for the indirect effect did 

not include zero (b = -.04, SE = .20, t = -.22, 95% CI = -.3887, -.0017). 

Table 3. Mediation Effects of PPR on the Relationship between CPR and Rely 

 
Note. N = 93. b = unstandardized coefficient; CI95% = confidence interval.  

*p<.05, **p<.01, ***p<.00. Standard Errors are in parentheses. 

 

The analysis conducted to test Hypothesis 2a revealed a non-significant 

index of the moderated mediation effect of CPR on Reliance through PPR with 

FDM moderating the relationship between CPR and PPR (indirect effect = -.23; 

95% CI = (-.6346, .0946) (the unstandardized coefficients for the different paths are 

represented in Figure 3). Further, the direct effect of CPR on Rely was not 

significant (b = .04, t = -.29, 95% CI = (-.4338, .3478), p = .82), and FDM did only 

serve a marginally significant moderator for this relationship (b = .46, t = 1.73, 95% 

CI = -.0672, .9961, p = .08). However, we noticed a significant and negative 

relationship between PPR and Rely (b = -.50, t = -4.77, 95% CI = (-.7134, -.2940). 

Hypothesis 2a is not supported, but there is a pattern existing between CPR and 

PPR when FDM increases, that further affects PPR and Rely, which is worth  

looking further into.  
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Figure 3: Moderated Mediation Model for CPR and Rely 

 
Note. N=93. Unstandardized coefficients with standard errors (in parentheses). *p<.05, **p<.01, 

***p<.001. 

6.2.3 Hypothesis 2b 

Table 4 represents the findings related to testing the moderation effect of 

Hypothesis 2b when perceived situational risk is set to be social risk. The main 

effect of CSR on PSR was not significant (b = -.30, t = -1.04, 95% CI = -.8744, 

.2732, p =.30). Neither was the interaction effect between FDM and CSR (b = .20, 

t = 1.42, 95% CI = -.0777, .4719), p = .16). 

Table 4. Moderation Effect of FDM on the Relationship between CSR and PSR 

 
Note. N=96. b = unstandardized coefficient; CI95% = confidence interval.  

*p <.05. **p <.01, ***p <. 001. Standard Errors are in parentheses. 

 

Table 5 illustrates the results in testing the mediation effect of hypothesis 

2b. These findings indicate that CSR is positively related to PSR (b = .09, t = .94, 

95% CI = -.0961, .2701), p = .35) but not significant. PSR is negatively and 

significantly related to Rely (b = -.26, t = -2.34, 95% CI = -.4739, -.0391), p = .02). 

However, the test for the mediating effect of PSR between CSR and Rely was not 

significant (b = -.02, SE = .03, 95% CI = (-.0909, .0247). 
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Table 5. Mediation Effects of PSR on the Relationship between CSR and Rely 

 
Note. N = 96. b = unstandardized coefficient; CI95% = confidence interval. * p<.05, **p<.01, ***p<.00. 

Standard Errors are in parentheses. 

 

The findings related to the analysis conducted on Hypothesis 2b were not 

significant, with the index of the moderated mediation effect of CSR on Reliance 

on AI through PSR with FDM moderating the relationship between CSR and PSR 

(indirect effect = -.05; 95% CI = (-.1803, .0386)). Neither was the direct effect of 

CPSR on Reliance (b = -.05, t = -.50, 95% CI = (-.2447, .1458), p = .62). FDM did 

not show a significant moderation for this relationship (b = .20, t = 1.42, 95 CI = (-

.0777, .4719), p = .16). Nevertheless, the same pattern occurred as in hypothesis 2a 

with a significant and negative relationship between PSR and Rely (b = -.26, t = -

2.34, 95 CI = (-.4739, -.0391), p =.02). Still, hypothesis 2b is not supported. 

6.2.4 Hypothesis 2c 

Table 6 illustrates the findings from testing the moderation effect of 

hypothesis 2c where perceived situational risk is set to be psychological risk. The 

main effect of CPSR on PPSR was not significant (b = -.03, t = .20, 95% CI = (-

.2876, 3538), p = .84). Neither was the interaction effect between FDM and CPSR 

(b = -.00, t = -.04, 95% CI = (-.1546, .1478), p = .96). 

Table 6. Moderation Effect of FDM on the Relationship between CPSR and PPSR 
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Note. N = 95. b = unstandardized coefficient; CI95% = confidence interval. 

*p <.05. **p <.01, ***p <.001. 

 

Table 7 represents the findings for testing the mediation effect of hypothesis 

2c. It indicates that CPSR is positively related to PPSR but not significant (b = .03, 

t = .51, 95% CI = -.0776, .1317), p = .61). PPSR was negatively and significantly 

related to Rely (b = -.35, t = -2.47, 95% CI = (-.6381, -.0692), p<.05). The test for 

the mediating effect of PPSR between CPSR and Rely was negative but not 

significant (b = -.01, SE = .02, 95% CI = (-.0533, .0339).  

Table 7. Mediation Effects of PPSR on the Relationship between CPSR and Rely 

 
Note. N = 95. b = unstandardized coefficient; CI95% = confidence interval.  

*p<.05, **p<.01, ***p<.00. Standard Errors are in parentheses. 

 

The index of the moderated mediation effect of CPSR on Rely through 

PPSR with FDM moderating the relationship between CPSR and PPSR in 

hypothesis 2c was not significant (indirect effect = .00, 95% CI = (-.0712, .0636)). 

The direct effect of CPSR on Rely was also not significant (b = -.35, t = -1.65, 95% 

CI = (-.2654, .0242), p = .10), and FDM did not significantly moderate this 

relationship (b = -.00, t = -.04, 95% CI = -.1546, .1478), p = .96). However, we 

observed the same pattern again where there is a negative and significant 

relationship between PPSR and Rely (b = -.35, t = -2.47, 95% CI = (-.6381, -.0692), 

p = .02). Nevertheless, hypothesis 2c is not supported.  
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7.0 Discussion 
The main purpose of this study was to examine how perceived situational 

risk, namely performance-, social-, and psychological risk would affect the decision 

to rely on AI decision aid used in the workplace. Further, we considered how an 

individual’s mindset beliefs could make certain risk factors inherent in a situation 

more salient and how this could influence the decision to rely on an AI decision aid 

to perform a decision-making task. 

7.1 Hypotheses 

7.1.1 Hypothesis 1 

In terms of our hypothesis concerning if there is a negative relationship 

between perceived performance-, social-, and psychological situational risk, and the 

decision to rely on an AI decision aid, we can confirm through the results of our 

analyzes that there is a significant negative relationship. Mayer et al. (1995) 

emphasize that there is some risk involved in interrelationships when an individual 

is willing to be vulnerable to trust another party to perform an action important to 

the trustor. Present research has taken this a step further and applied the model of 

Mayer et al. (1995) in relation to individuals trusting in and relying on AI 

technology and AI decision aids (e.g., Glikson & Woolley, 2020; Solberg et al., 

2022). This aligns with our results being significant and can support the reason for 

it being a negative relationship between perceived situational risk and the decision 

to rely on the AI decision aid.  

Furthermore, we wanted to investigate if a specific domain of perceived 

situational risk would impact an individual’s decision to rely on an AI decision aid, 

as research stress that the perceptions of risk are vital in the development of trust 

(Hoff & Bashir, 2015). The greater the perceived risk, the less willing an individual 

might be in deciding to rely on an AI decision aid in the situation. As previously 

described, we applied several domains of perceived situational risk in relation to 

the decision of relying on the ERP-system. Except for perceived physical risk, all 

the domains were significant, including the three domains we proposed in our 

hypothesis. However, perceived performance risk was the most significant domain 

in our findings. These findings reflect Stuck & Walker’s (2019) study where work-

related devices such as smartphones or laptops scored high on perceived 

performance-, social-, and psychological risk.  



 

Page 31 

Essentially, our findings have established that there is a negative correlation 

between the perceived performance-, social-, and psychological situational risks 

and the decision to rely on AI decision aids. Therefore, we will take this a step 

further in the following hypothesis by discussing this relationship. 

7.1.2 Hypothesis 2 

Although there was no significant support for hypothesis 2 (a, b, and c), 

there are still findings worth pursuing further. As previously addressed, the 

potential effect of risk is determined by the importance of the situation (Koller, 

1988), which is why we wanted to gain more knowledge of how the different 

domains of perceived situational risk could affect the individual’s decision to rely 

on the AI decision aid or not. In hypothesis 2a, we observed that perceived 

performance situational risk significantly mediated the relationship between the 

performance risk condition and the decision to rely on AI decision aids. This can 

imply that individuals experiencing higher perceived performance risk may be less 

willing to make the decision of relying on AI decision aids in the situation, which 

aligns with research suggesting that individuals reduce their reliance on technology 

when the risk is greater (Ezer et al., 2008; Rajaonah et al., 2008). Although only 

marginally significant, a similar mediating effect occurred on the relationship 

between the psychological risk condition and the decision to rely on AI decision 

aids. Solberg et al. (2022) anticipated that the perceptions of performance risk and 

psychological risk were two of the most important domains that could determine 

the decision to rely on an AI decision to carry out a decision-making task, and our 

findings reflect this.  

Further, looking at the effect of the performance risk condition on perceived 

performance risk, we discovered a significant negative relationship when FDM 

increased. From Table 2 (and Appendix 2), we observed that respondents scoring 

high on FDM perceived more performance risk when presented with the 

manipulated performance risk scenario than respondents scoring low on FDM. 

Additionally, perceived performance risk decreased for respondents who were 

presented with the vignette scenario containing the control condition even though 

FDM increased (as visualized in Figure 2), which lends support to our hypothesis 

that individuals with a more FDM can influence the perceived risk in the situation. 

While only being marginally significant, these findings indicate that mindset beliefs 

can make performance risk factors inherent in a situation more salient, thus 
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influencing the decision to rely on an AI decision aid to perform a decision-making 

task. This can indicate that an individual with FDM experiencing more perceived 

performance risk may choose not to rely on the AI decision aid, as the individual 

with fixed mindset wants to make sure they will succeed (Dweck, 2017) and choose 

tasks they can perform well.  

Our findings suggest that an employee with high FDM will be less willing 

to make the decision to rely on an AI decision aid when the perceived performance 

risk increases, as the risk of performing poorly is higher. This is reflected in Dweck 

and Legget’s (1998) argument of how individuals with a fixed mindset only 

approach situations in which they are confident their abilities can be validated.  

As addressed previously, individuals with a growth mindset will positively 

impact individual- and organizational performance (Han & Stihea, 2020) as they 

tend to be more open to changes. On the other hand, individuals with a fixed 

mindset tend to choose work tasks they are familiar with and know they can master 

(Dweck & Yeager, 2019). In relation to our findings, it can be implied that 

employees with a FDM tend to avoid relying on AI decision aids when the 

perceived performance risk is high. As the technological success is rather dependent 

on the extent to which employees adopt the technology by accepting it and using it 

(Legris et al., 2003), this may impact the improvement of organizational decision-

making where AI decision aid workplace technology is promoted.  

7.2 Limitations and Future Research  

In the following, limitations of our study and directions for future research 

will be discussed. First, there is a chance that social desirability bias exists among 

our findings, in which participants have answered questions in ways considered 

favorable (Adams et al., 2005). While we encouraged participants to respond as 

sincerely as possible in the survey, we are aware that there will always be a risk that 

participants may have answered to be more eager towards development of digital 

skills than what is actually true, i.e., they have more of a FDM than what they imply. 

However, some claim that social desirability is not necessarily as problematic as 

predicted (Ones et al., 1996). 

Moreover, although we had a total of 192 respondents, we cannot exclude 

that there might exist a risk of a reduction in statistical power. It was expected that 

the overall model in hypothesis 2a was not significant because the moderation effect 

was only marginally significant. Yet, interesting patterns exist in the findings, and 
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the sample size in each vignette could therefore be why these were not significant 

enough to be supported. Therefore, a study with a larger sample could support and 

enhance our findings' generalizability.  

Furthermore, while hypothesis 1 was supported, only a small number of 

participants had experience with ERP-systems or similar, as well as experience in 

calculating and allocating bonuses manually. This could have jeopardized the 

ecological validity as the results may not reflect the real world (Bell et al., 2019). 

Therefore, it could be interesting for future research to examine different sectors 

where employees have the prerequisite knowledge and experience with AI decision 

aids and how their digital mindset beliefs and perception of risk could influence the 

decision to rely on AI decision aids. According to Solberg et al. (2022), human 

resources and finance sectors are industries with higher risk, thus also higher 

decision stakes. Conclusively, these industries could be a good place to conduct 

future research. Also, while we focused on perceived situational risk in this study 

and its relation to the decision of relying on AI decision aids, we are aware that 

other factors can affect this decision which could be interesting to conduct further 

research on. For example, the perceived trustworthiness of the trustee or the 

individual’s propensity to trust is conceptualized in Mayer et al.’s (1995) model and 

contributes to explaining and influencing trust.  

As mentioned previously, the external validity is often lower in vignette 

studies in contrast to the fact that the internal validity is often higher (Hughes & 

Huby, 2002; Roehling, 1999; Woehr & Lance, 1991). However, research has shown 

that by increasing the level of realism in the vignette experiment, the external 

validity can be enhanced. Based on this, we suggest for future research that the 

participants in the experiment are physically exposed to the situation described. 

This can, for example, be pictures, videos, audio, or presentations to make it even 

more realistic and evaluate if this can affect the results.  

Lastly, according to Stuck et al. (2021), there is no standard way for 

assessing perceived risk in present research studies, which implies that this could 

be a limitation of our study. Currently, no tools exist that identify relevant risks and 

their significance in certain situations. Additionally, it has been pointed out that 

there are no validated measures of perceived risk regarding the domains used in this 

study. Yet, there is ongoing research in this field today that is trying to find valid 

scales for perceived situational risk. Therefore, it could be helpful to continue 



 

Page 34 

research in this area to contribute to creating a valid measure for perceived 

situational risk. 

7.3 Practical Implications 

Despite its limitations, this study brings to light noteworthy practical 

implications. There is an increasing trend in using AI to improve organizational 

decision-making tasks, and our findings can potentially provide organizations with 

implications for how to enhance the interrelationship between employees and AI 

decision aid technology.  

The perception of risk is of great importance to understanding individuals' 

behavior toward working with AI, and organizational members can benefit from 

understanding this. Research suggests that the perceived risk is dependent on the 

situation (e.g., Solberg et al., 2022; Stuck et al., 2021). Thus, different domains of 

perceived risk can be more relevant than others in specific industries or sectors. 

However, as we discovered in this study, perceived performance situational risk 

impacted the decision to rely on AI decision aids in relation to the workplace. 

Leaders in organizations can therefore benefit from understanding how to reduce 

the perception of performance risk in situations when working with AI decision 

aids. For example, the leaders within the organizations could emphasize that the 

outcome of relying on the technology should not affect the leader’s perceived 

performance of the employee. 

Furthermore, our findings suggest that digital mindset beliefs impact the 

perceived risk inherent in the situation, thus it can affect their decision to rely on 

AI. Therefore, it would be helpful for organizational leaders to be aware that 

employees possess different mindsets and consider this when working with AI 

decision aid tools. Leaders within these organizations can be mindful in terms of 

FDM thinking by giving these employees extra attention when bringing in new AI 

tools. As individuals with a fixed mindset are more prone to turn down help because 

they fear they can be perceived as incompetent by others (Dweck & Yeager, 2019), 

leaders could be mindful of this when implementing and using AI tools. For 

example, they can organize training sessions for all employees regardless of their 

digital mindset beliefs. Those with a more FDM can perceive themselves as just as 

competent as the others as they go through the same training. This may also further 

help reduce FDM among employees in an organizational setting.  
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Moreover, it has been stressed that individuals rarely hold only one mindset 

but can be more fixed-oriented in one situation and more growth-oriented in another 

(Dweck, 2015), thus, the perception of risk in the situation, therefore, depends on 

the mindset. As our findings suggest that digital mindset can influence the 

perception of performance risk in a given situation, it could be beneficial for leaders 

in organizations to be aware of this. Furthermore, understanding how employees 

can perceive risk in different situations based on their mindsets can further improve 

how leaders approach the employees when introducing AI decision aid tools and 

tasks. Therefore, leaders can benefit from not generalizing the employees for having 

a FDM or GDM in every work-related situation, as this is not necessarily always 

the case. 
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8.0 Conclusion 
In summary, this study sought to examine how domains of perceived 

situational risk could influence the decision of relying on AI decision aids and how 

an individual’s digital mindset beliefs could make the risk factors inherent in the 

situation more salient. Specifically, the study revealed that there was a negative 

relationship between perceived performance-, social-, and psychological situational 

risk, and the decision to rely on an AI decision aid. This implies that an individual’s 

perceived situational risk influences the decision to rely.  

Moreover, although only marginally supported, the study identified that an 

individual’s digital mindset could impact the perception of risk factors inherent in 

a situation, thus it can influence the decision to rely on an AI decision aid. Overall, 

our results highlight the importance of trust in AI decision aid technology and 

digital mindset as concepts for future exploration, as it can be fundamental for 

establishing the role of AI technology in organizations moving forward. In 

conclusion, we hope our findings in this study can provide insight for future 

research and guide employees working with AI decision aids in organizational 

settings. 
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10.0 Appendices 

Appendix 1: Survey  

Title of the project: 

Risk and reliance on artificial intelligence 

 

Purpose of the project: 

To investigate how personal factors can influence the perceived risk of relying on 

artificially intelligent decision aids at work 

 

Who is responsible? 

Master students Hanna Salvesen and Helena Møller from the department of 

Leadership and Organizational Behavior at BI Business School under the 

supervision of Elizabeth Solberg. 

 

What does participation require from you? 

Participants in this study should be presently employed. The survey will take 

approximately 5 minutes. Your answers will be recorded electronically in the 

online survey platform Qualtrics. The data will be used for research purposes 

only. 

 

Participation in the project is voluntary and anonymous. If you choose to 

participate, you can withdraw your consent at any time. No personal information 

will be collected that could possibly identify you. Your response is fully 

anonymous if you choose to participate. 

 

Yours sincerely, 

Hanna Salvesen and Helena Møller 

 

By going forward in the survey, you confirm that you are presently employed and 

give your consent to participate in this study: 

( ) I give my concent to participate in ENLIGSH 

( ) I give my concent to participate in NORWEGIAN 
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Thank you for participating in our study! We will start with a few general 

background questions. 

  

How old are you? 

Under 20 years (1), 20-29 years (2), 30-39 years (3), 40-49 years (4), 50-59 

years (5), 60-69 years (6), 70 years or older (7) 

  

To which gender identity do you most identify? 

Male (1), Female (2), Non-binary (3), Transperson (4), Intergender (5), Searching 

(6), Unsure (7), Do not wish to answer (8) 

  

Are you currently working full-time or have you previously worked full-

time? If so, how many years? 

Less than a year (1), Between 1 and 2 years (2), Between 2 and 5 years (3), 

Between 5 and 10 years (4), More than 10 years (5), Not applicable – I have never 

worked full-time (6) 

  

The following questions concern your beliefs about your technological abilities 

and skills. Please indicate to what extent you agree with each statement. There are 

no right or wrong answers. Just answer as sincerely as you can. 

  

You have a certain amount of technological ability, and you cannot really do 

much to change it 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

Your technological ability is something about you that you cannot change 

very much 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

You can always substantially improve your technological skills through effort 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 
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You can learn new technological skills, but you cannot really change your 

basic technological ability 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

The following questions concern your preferences for demonstrating and 

developing competence. There are no right or wrong answers. Just answer as 

sincerely as you can. 

  

Please indicate to what extent you agree with each statement below: 

  

I am willing to select a challenging work assignment that I can learn a lot 

from 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

I often look for opportunities at work to develop new knowledge and skills 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

I enjoy challenging and difficult tasks at work where I’ll learn new skills 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

For me, development of my work ability is important enough to take risks 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

Please indicate to what extent you agree with each statement below: 

  

I am concerned about showing that I can perform better than my coworkers 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

I try to figure out what it takes to prove my ability to others at work 
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Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

I enjoy it when others at work are aware of how well I am doing 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

I prefer to work on projects where I can prove my ability to others 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

Please indicate to what extent you agree with each statement below: 

  

I would avoid taking on a new task at work if there was a chance I would 

appear rather incompetent to others 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

Avoiding looking incompetent at work is more important to me than learning 

a new skill 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

I am concerned about taking on work tasks that could reveal that I had low 

ability 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

I prefer to avoid situations at work where I might perform poorly 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

 

 Vignette 
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In this last part of the survey, you will be presented with a short scenario 

describing a situation where you need to make a decision. Please read the scenario 

carefully before answering the questions that follow. There are no right or wrong 

answers. Just answer as sincerely as you can. 

  

Control 

You work at a large company. In your role, you have the responsibility to 

calculate annual monetary bonuses for employees. Your company has a module 

for its Enterprise Resource Planning (ERP) system that can calculate annual 

bonuses automatically, but the system is not mandatory to use (so you can still do 

it manually, as you always have before). The ERP module is said to be very 

reliable and can calculate bonuses more quickly than when it is done manually, 

which could free you up to do other work. 

  

Annual bonus calculations are due next month. 

  

Please indicate how strongly you agree with the statement below: 

In this situation, I would choose to calculate and allocate bonuses using the 

automated ERP system module 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

To what extent do you experience some risk in relying on the automated ERP 

system module in this situation? 

To a very small extent (1), To a small extent (2), To neither a small or large extent 

(3), To a large extent (4), To a very large extent (5) 

  

Please indicate what type of risk you associate with this situation: 

  

The risk of personal financial loss by relying on the ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of failing to deliver a desired performance by relying on the ERP-

system 
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Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

  

The risk of being physically injured by relying on the ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of losing your identity (i.e., the way you think of yourself) by relying 

on the ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of looking foolish or incompetent in front of others by relying on the 

ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of relying on the ERP-system and wasting time, convenience and 

effort repairing the issue if the system were to fail 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The overall risk of relying on the ERP-system, considering all sorts of factors 

combined 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

Are there any other types of risk you associate with this situation? 

  

Do you have any similar work experience with calculating and allocating 

bonuses for employees? Select all that apply 

Yes, manually (1), Yes, using ERP-system or similar (2), No (3) 
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Are there any additional comments you would like to make about the 

scenario or questions presented in this study? 

  

  

Perceived Performance Risk 

You work at a large company. In your role, you have the responsibility to 

calculate annual monetary bonuses for employees. Your company has a module 

for its Enterprise Resource Planning (ERP) system that can calculate annual 

bonuses automatically, but the system is not mandatory to use (so you can still do 

it manually, as you always have before). The ERP module is said to be very 

reliable and can calculate bonuses more quickly than when it is done manually, 

which could free you up to do other work. 

  

Annual bonus calculations are due next month. You know that your boss (the 

director of the business unit you work for) remains skeptical about using 

automated systems for making decisions that have financial consequences for 

employees. You will have your annual review meeting with your director the 

week after bonuses are calculated. 

  

Please indicate how strongly you agree with the statement below: 

In this situation, I would choose to calculate and allocate bonuses using the 

automated ERP system module 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

To what extent do you experience some risk in relying on the automated ERP 

system module in this situation? 

To a very small extent (1), To a small extent (2), To neither a small or large extent 

(3), To a large extent (4), To a very large extent (5) 

  

Please indicate what type of risk you associate with this situation: 

  

The risk of personal financial loss by relying on the ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 
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The risk of failing to deliver a desired performance by relying on the ERP-

system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of being physically injured by relying on the ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of losing your identity (i.e., the way you think of yourself) by relying 

on the ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of looking foolish or incompetent in front of others by relying on the 

ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of relying on the ERP-system and wasting time, convenience and 

effort repairing the issue if the system were to fail 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The overall risk of relying on the ERP-system, considering all sorts of factors 

combined 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

Are there any other types of risk you associate with this situation? 

  

Do you have any similar work experience with calculating and allocating 

bonuses for employees? Select all that apply 

Yes, manually (1), Yes, using ERP-system or similar (2), No (3) 
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Are there any additional comments you would like to make about the 

scenario or questions presented in this study? 

  

Perceived Social Risk 

You work at a large company. In your role, you have the responsibility to 

calculate annual monetary bonuses for employees. Your company has a module 

for its Enterprise Resource Planning (ERP) system that can calculate annual 

bonuses automatically, but the system is not mandatory to use (so you can still do 

it manually, as you always have before). The ERP module is said to be very 

reliable and can calculate bonuses more quickly than when it is done manually, 

which could free you up to do other work. 

  

Annual bonus calculations and allocations are due from you and the other 

managers in your business unit next month. You know that many of the other 

managers remain skeptical about using automated systems for making decisions 

that have financial consequences for employees. 

  

Please indicate how strongly you agree with the statement below: 

In this situation, I would choose to calculate and allocate bonuses using the 

automated ERP system module 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

To what extent do you experience some risk in relying on the automated ERP 

system module in this situation? 

To a very small extent (1), To a small extent (2), To neither a small or large extent 

(3), To a large extent (4), To a very large extent (5) 

  

Please indicate what type of risk you associate with this situation: 

  

The risk of personal financial loss by relying on the ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 
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The risk of failing to deliver a desired performance by relying on the ERP-

system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of being physically injured by relying on the ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of losing your identity (i.e., the way you think of yourself) by relying 

on the ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of looking foolish or incompetent in front of others by relying on the 

ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of relying on the ERP-system and wasting time, convenience and 

effort repairing the issue if the system were to fail 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The overall risk of relying on the ERP-system, considering all sorts of factors 

combined 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

Are there any other types of risk you associate with this situation? 

  

Do you have any similar work experience with calculating and allocating 

bonuses for employees? Select all that apply 

Yes, manually (1), Yes, using ERP-system or similar (2), No (3) 
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Are there any additional comments you would like to make about the 

scenario or questions presented in this study? 

  

Perceived Psychological Risk 

You work at a large company. In your role, you have the responsibility to 

calculate annual monetary bonuses for employees. Your company has a module 

for its Enterprise Resource Planning (ERP) system that can calculate annual 

bonuses automatically, but the system is not mandatory to use (so you can still do 

it manually, as you always have before). The ERP module is said to be very 

reliable and can calculate bonuses more quickly than when it is done manually, 

which could free you up to do other work. 

  

Still, you have always been acknowledged as being very competent in calculating 

annual monetary bonuses for employees. Annual bonus calculations are due next 

month. 

  

Please indicate how strongly you agree with the statement below: 

In this situation, I would choose to calculate and allocate bonuses using the 

automated ERP system module 

Strongly disagree (1), Disagree (2), Neither agree nor disagree (3), Agree (4), 

Strongly agree (5) 

  

To what extent do you experience some risk in relying on the automated ERP 

system module in this situation? 

To a very small extent (1), To a small extent (2), To neither a small or large extent 

(3), To a large extent (4), To a very large extent (5) 

  

Please indicate what type of risk you associate with this situation: 

  

The risk of personal financial loss by relying on the ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of failing to deliver a desired performance by relying on the ERP-

system 
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Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of being physically injured by relying on the ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of losing your identity (i.e., the way you think of yourself) by relying 

on the ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of looking foolish or incompetent in front of others by relying on the 

ERP-system 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The risk of relying on the ERP-system and wasting time, convenience and 

effort repairing the issue if the system were to fail 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

The overall risk of relying on the ERP-system, considering all sorts of factors 

combined 

Very low risk (1), Low risk (2), Moderate risk (3), High risk (4), Very high risk 

(5) 

  

Are there any other types of risk you associate with this situation? 

  

Do you have any similar work experience with calculating and allocating 

bonuses for employees? Select all that apply 

Yes, manually (1), Yes, using ERP-system or similar (2), No (3) 

  

Are there any additional comments you would like to make about the 

scenario or questions presented in this study? 
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Appendix 2: Conditional Effects of the Focal Predictor at Values of FDM on 

Perceived Performance Risk  

  
 


