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We propose a simple method to quantify narratives from textual data, and
identify “narrative monetary policy surprises” as the difference in narrative
focus in central bank communication accompanying interest rate meetings
and economic media coverage prior to those meetings. Identifying narra-
tive surprises, using Norwegian data, provides surprise measures that are
uncorrelated with conventional monetary policy surprises, and, in contrast
to such surprises, have a significant effect on subsequent media coverage.
Narrative monetary policy surprises lead to macroeconomic responses simi-
lar to what recent monetary policy literature associates with the information
component of monetary policy communication, highlighting media’s role as
information intermediaries.
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…if researchers are interested in testing market responses to
[central bank] communication, it may make sense to focus on statements that actually
reachmarket participants, and on the content as conveyed by themedia. (Blinder et al.,
2008)
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The majority of research to date on central bank communication has taken profes-
sional observers, such as financial market participants, as the principal receivers of
such communication (Blinder et al., 2008). These agents have access to a large set
of both hard and soft data when monitoring monetary policy actions. In contrast, and
as alluded to by the quote above, the primary source of information for most people,
that is, households, is the news media.1 Thus, although we know a lot about the trans-
mission mechanism between central bank communication and financial markets, less
is known about how central bank communication reaches a wider audience through
the media.
In this paper, we propose a simple method to extract and identify what we la-

bel “narrative monetary policy surprises” from textual, and high-dimensional media
coverage and central bank communication data. We then apply this methodology to
communication published by Norges Bank, via their Executive Board Assessments
(EBA), and Norwegian media coverage to study how narrative surprises differ from
conventional monetary policy surprises identified using financial market data.
To conceptually identify narrative monetary policy surprises, we informally build

on the mechanism proposed in Nimark and Pitschner (2019) where no agent (house-
hold) has the resources to monitor all events that are potentially relevant for their de-
cision, and thereby delegate their information choice to specialized news providers.
That is, the media works as “information intermediaries” between agents and the state
of the world. Following the cognitive psychologist Jerome Bruner, and in particular
Bruner (1991), we couple this with a view on narratives as instruments of mind in the
construction, or reflection, of reality. Accordingly, we treat media narratives prior to
monetary policy announcements as a good proxy for the beliefs the public has about
macroeconomic conditions and monetary policy, and assume that such beliefs might
be affected by central bank communication that reach the public through the media if
it is newsworthy. Thus, narrative monetary policy surprises are identified as the dif-
ferences in narrative focus between the media and the central bank’s communication,
that is, a difference in the reflection of reality. An example might be when the media
focuses heavily on, for example, (poor) labor market developments, while the cen-
tral bank focuses almost solely on, for example, (high) inflation developments, when
motivating their interest rate decision.
To measure these surprises, we adapt an event study framework and put struc-

ture on the problem by focusing on important narrative dimensions that feed into a
central bank’s decision-making process: inflation, labor market, and exchange rate
developments, as well as narratives related to the oil market, financial stability, and
uncertainty. As discussed in greater detail later, the method we propose allows us
to identify these latent concepts from the different corpora (central bank statements
and newspaper articles) using a bag-of-words assumption and a Singular Value De-
composition coupled with a unit rotation identification scheme. The method is fast,

1. See, for example, Blinder and Krueger (2004), Curtin (2007), and Fullone et al. (2007). Interest-
ingly, Hayo and Neuenkirch (2015) find that even professionals such as financial market participants also
rely heavily on media reporting when following central bank events.
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simple, and requires minimal subjective judgment regarding the size and timing of
narrative surprises.
We reach threemain conclusions. First, using interest ratemarket data and the high-

frequency identification framework pioneered by Gürkaynak et al. (2005) to identify
what we label as conventional monetary policy surprises, we find that there is a weak
and insignificant relationship between these surprise measures and the proposed nar-
rative surprises. Hence, the narrative surprises identified here capture a different part
of the central bank’s communication than conventional monetary policy surprises
do, and suggest that the media channel might be complementary to the transmission
mechanism traditionally studied.
Second, by nature, the news media reports on newsworthy events, and, by assump-

tion, households’ beliefs are shaped by media coverage. Thus, a defining feature of
a narrative monetary policy surprise should be that it affects subsequent media cov-
erage, and it does. Our results show that the narrative monetary policy surprises lead
to a significant change in media coverage after the interest rate meeting relative to
before, whereas conventionally measured surprises do not.
Finally, we show that these discrepancies matter for economic outcomes. Follow-

ing narrative monetary policy surprises the interest rate, the stock market, consumer
confidence, house prices, and industrial production all increase. These response pat-
terns are not in line with conventional monetary policy shock interpretations, but
rather in accordance with what the newer monetary policy literature identifies as the
information component of monetary policy surprises. In fact, a positive co-movement
between the interest rate and the stock market following monetary policy surprises
has been the defining identifying feature of “central bank information shocks” in, for
example, Jarocinski and Karadi (2020) and Cieslak and Schrimpf (2019). The com-
mon interpretation for this information component is that the central bank, through
its communication, reveals private information about its views on current and future
economic conditions. Thus, the narrative monetary policy surprise is a natural candi-
date for an information component, both in terms of its estimated impulse responses,
and especially in terms of its construction.
These results are important for at least two reasons. First, they suggest that the

media, and how they act as information intermediaries, can have a sizable effect on
economic outcomes. For central banks trying to manage public expectations, this
highlights the role of their media communication strategies. Second, they provide
evidence that identifying surprises only through the use of movements in financial
market variables might not fully capture how the general public perceives a monetary
policy surprise. Moreover, in contrast to existing studies identifying the information
component of monetary policy, our methodology explicitly quantifies the different
narrative contributions of the information component.
In terms of economics, this paper speaks to a large literature investigating central

bank communication and the measurement and content of monetary policy surprises
(see, e.g., Gürkaynak et al. 2005, Nakamura and Steinsson 2018, Miranda-Agrippino
and Ricco 2020, Jarocinski and Karadi 2020, Andrade and Ferroni 2021). Although
influential papers in this literature have focused mainly on hard quantitative infor-
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mation released by the central banks, a growing literature also use written commu-
nication like minutes, speeches, and monetary policy reports (see, e.g., Blinder et al.
2008, Hansen and McMahon 2016, Hansen et al. 2018, Ehrmann and Talmi 2020).
The studies most closely related to ours are those focusing on themedia channel for

central bank communication. Among others, these include Hendry (2012) and Hayo
and Neuenkirch (2012) who document that Bank of Canada communication and its
media coverage has significant effects on financial markets; Berger et al. (2011) who
analyze how favorably the media reports about the European Central Bank’s (ECB)
monetary policy decisions and find that they are indeed responsive to efforts by the
ECB to explain the motivation behind a given decision; Binder (2017) who docu-
ments how various U.S. central bank communication tools influence news coverage;
Haldane and McMahon (2018) who conduct an experiment showing that there are
benefits to clarifying and simplifying central bank messages even to traditional audi-
ences.
We contribute to this literature by proposing a newmethod for identifying narrative

monetary policy surprises, and by explicitly analyzing how media coverage evolves
prior to relative to after important central bank communication events. In particular,
in line with existing studies showing that households are not well informed about
monetary policy per se (Coibion et al., 2019), that they might not use the media to
obtain such information (Hayo and Neuenkirch, 2018), but that central bank commu-
nication makes it more likely for people to indirectly receive monetary policy related
news (Lamla and Vinogradov, 2019), we focus on the narrative dimension of central
bank communication, media coverage, and their interaction. This does not require the
public to read news with the purpose of acquiring information about the central bank
or its policies explicitly, but rather to get general information about, for example,
inflation, labor market, and exchange rate developments. As such narratives are key
ingredients in any interest rate decision and important for households (Larsen et al.,
2020), central bank communication has the potential to affect media coverage, and
thus expectations, even though households know little about monetary policy per se.
In terms of methodology, this paper relates to the Natural Language Processing

(NLP) literature, and in particular the use of computational linguistics to uncover
what the themes of documents are (e.g., Deerwester et al. 1990, Blei et al. 2003,
Mcauliffe and Blei 2008, Taddy 2013, Le and Mikolov 2014, Kusner et al. 2015).
Although this literature is vast, it is mostly applied in either unsupervised settings
(without classified training data), or in supervised settings where the researcher has
access to large amounts of already classified textual data to train models. In the cur-
rent setting, as in many cases of interest to economists, such classified data are typi-
cally not available. Still, structure is desirable, making purely unsupervised methods
unappealing. The method proposed here builds on the factor identification scheme
proposed by Bai and Ng (2013), and extends this into the realm of textual analysis,
permitting a structural analysis without access to large amounts of already classified
data to train models.
The rest of the paper is organized as follows: Section 1 presents the data and

methodology. Section 2 presents the results, while Section 3 concludes.
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1. DATA AND METHODOLOGY

The methodology we propose is general, while the economic application uses data
specific for Norway. In the following, we first describe the raw textual data sources,
and then how these data are transformed into quantitative information and identified
narrative surprises.
To measure the narrative focus of the central bank, we use communication pub-

lished by Norges Bank via their EBAs. These documents are official statements of
roughly two pages, released at the same time as the monetary policy decisions are
made public, and serve as a justification for the decision beingmade (Qvigstad, 2019).
Looking at Norway has the advantage that Norges Bank has a long history of being a
relatively open and transparent central bank, both in terms of its written communica-
tion, but also in terms of releasing, for example, interest rate path predictions, which
we explicitly use as hard economic control variables in the analysis later. Between
1999 (October 27) and 2019 (March 21) there have been 152 interest rate decisions,
from which the associated EBAs are collected from Norges Bank’s web pages.

To measure media coverage, we use the entire corpus, that is, all text and arti-
cles, published by Dagens Næringsliv (DN). This outlet is Norway’s largest business
newspaper, and is read by roughly 10% of the adult population. Economic news rele-
vant for monetary policy is well covered by DN, and the newspaper publishes explicit
stories about the expected outcome of monetary decisions in the days prior to such de-
cisions, as well as commentaries about the actual decision in the days after. Although
DN arguably contains only a subset of the news households in Norway consume, it
is the fourth largest newspaper in Norway irrespective of subject matter. This makes
it likely that its news coverage spills over to other news sources. For example, as
documented in King et al. (2017), even news stories published in minor U.S. outlets
causes Americans to take public stands on the articles’ specific subjects, increasing
the discussion in broad policy areas (topics) by roughly 63% relative to a day’s normal
volume. Moreover, Norwegians generally score high on socioeconomic characteris-
tics known to correlate positively with news consumption (Shehata and Strömbäck,
2011). This is reflected in the fact that approximately 65% of the population reads
printed news every day, and, compared to most other (European) countries, Norwe-
gians spend relatively more time reading newspapers than watching television. The
news data have been generously provided by the company Retriever, and collected
manually by us for the latter part of the sample. In total these data consist of roughly
200,000 news articles between 1999 and 2019, and over 80,000 unique words and
terms.2

2. In unreported results, we have experimented using a larger corpus, including news from other major
Norwegian news outlets that do not necessarily specialize in business news reporting. The augmented
corpus captures almost 70% of daily newspaper readership in Norway. Our main qualitative conclusions
are not affected by these data augmentation. Still, we prefer using the DN corpus as our benchmark data set
because the other news data sets only contain a subset of the news published by those sources and also only
cover two-thirds of the original sample.We only use printed news, and leave it for future research to explore
how changing media consumption habits potentially affects the effect of central bank communication.
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1.1 Feature Selection

As is common in the NLP literature, the raw high-dimensional and unstructured
textual data are cleaned before further analysis (Gentzkow et al., 2019). The indepen-
dent feature selection (cleaning) steps taken below are common in most NLP appli-
cations, while their combined implementation here is context specific.
First, we define the relevant vocabulary as all the unique words used in the EBAs.

Because this set of words is much smaller than the vocabulary used in the newspaper,
it reduces the dimensionality of the problem and potentially limits the influence of
newspaper content completely unrelated to the central bank’s function, such as the
sports or entertainment sections. The size of the vocabulary is denotedV . Because the
newspaper content during weekends differs considerably from that published during
business days, that is, featuring more background articles, travel, portrait interviews,
etc., all weekends are removed from the news corpus.
Next, we take a bag-of-words view and construct two document term matrices,CN

andCCB, for the news media data (N) and Norges Bank’s EBAs (CB), respectively. In
these matrices, each column represents the unique terms in the vocabulary and each
row a unique document. The matrix entries are the number of times term j occurs in
document i. The CCB matrix has dimension TCB ×V , where V = 2, 716 and TCB =
152. Because there are many more news days than announcement days, theCN matrix
is much larger, and has dimension TN ×V , where TN = 6, 240.

To construct a mapping between the information captured in theCN matrix at event
time t and that conveyed by the EBAs inCCB, the counts in theCN matrix are summed
over a period of w− days prior to each announcement day t and averaged. Accord-
ingly, smaller values of w− will potentially capture media’s short run focus just prior
to the interest rate meeting, while larger values of w− capture media’s more general
focus over that period. At the same time, larger values of w− will incorporate infor-
mation further away from the event day t, and, as such, challenge the event study iden-
tification strategy. For these reasons, and because we do not have any strong prior on
what w− should be, we consider all w− = 1, . . . , 10, and denote these matricesCNw− .
Similarly, a CNw+ matrix is constructed, where the only difference between CNw+ and
CNw− is that we aggregatew+ periods forward relative to the announcement day t when
constructingCNw+ . However, as the central bank actively engages in various communi-
cation strategies following interest rate meetings, we only consider w+ = 1, . . . , 5.3

Note here that because of this mapping, all matrices CCB, CNw− , and CNw+ now have
dimensions TCB ×V .

3. Following interest rate meetings and the publication of Monetary Policy Reports, central bank of-
ficials regularly hold speeches, meet private banks, and give seminars. In the days prior to interest rate
meetings, such communication activities are much less prominent. Because weekends are removed from
the data set, w− = 10 and w+ = 5 correspond to two and one business week, respectively, and day t news
coverage is excluded from the information set used to construct both CN

w− and CN
w+ . We have also exper-

imented with using linearly decaying weights when aggregating the counts. This gives more weight to
observations closer to the interest rate meeting date than to those further away, but does not materially
affect the main results reported in Section 2.
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As a final feature selection step, the different terms in the document term matrices
are weighted by the inverse-document-frequency metric implied by the CCB matrix.
We do this to put a lower weight on terms the central bank is using frequently in all
documents, and thus, a higher weight on terms that might be more representative for
particular time periods. In essence, this also considerably downweights stop words.
Formally, this is done by first normalizing the C matrices from above such that each
matrix entry reflects the relative frequency of that term within each document. Then,
the inverse-document-frequency score is computed, denoted idf = log(T/dCBj ) with

dCBj = ∑
i 1CCBi j >0, and C

CB
i j × idf j = ĈCBi j and CNi j,w × idf j = ĈNi j,w.

1.2 Factor Extraction and Identification

Narratives are not captured by the terms in isolation, but rather by how differ-
ent terms are used in context and together. To capture this, we apply factor model-
ing techniques to construct numerical approximations to the narratives conveyed in
the texts (Larsen and Thorsrud, 2018). In the NLP literature, such factors are com-
monly referred to as topics, which summarizes the themes of documents in a parsi-
monious manner.
To estimate the factors, we use the traditional Latent Semantic Indexing (LSI; Deer-

wester et al. 1990) approach, introduced into the central bank communication liter-
ature by Boukus and Rosenberg (2006), coupled with an ex post unit identification
step. In particular, while the standard LSI approach is simply a Singular Value De-
composition (SVD) of the document term matrix, we suggest to ex post rotate the
estimated factor space such that the factors can be given a narrative interpretation
along dimensions of interest.
In the current context, the dimensions of interest are narratives that typically feed

into central banks’, and in particular Norges Bank’s (central bank of a small open
economy with oil), decision-making process: inflation, labor market conditions, ex-
change rate developments, and narratives related to the oil market, financial stability,
and uncertainty. Of these, the three former are motivated by a (extended) Taylor rule
argument for a small open economy with flexible inflation targeting (Gali and Mona-
celli 2005, Svensson 2010), whereas the three latter are included to capture the im-
portance of oil for the Norwegian economy (Bjørnland and Thorsrud, 2016), and the
increased emphasis on financial stability (Svensson 2014, 2017, Gerdrup et al. 2017)
and (political) uncertainty (Bernanke 2007, Bloom 2014, Larsen 2021) in monetary
theory and practice.
Formally, factor estimation and identification proceeds as follows. First, define K

as the total number of factors, and associate each factor with one (subjectively chosen)
word representative for each narrative dimension, as illustrated in Table 1. Then, for a
given Ĉmatrix, order these K terms in the K first columns of the matrix and apply the
SVD decomposition Ĉ = USV ′ with factors F = U1:KS1:K (TCB × K) and loadings
L = V1:K (V × K) such that

Ĉ ≈ FL′. (1)
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TABLE 1

Key Word List Used to Identify Factors

Narrative dimension Inflation developments Labor Exchange rate Oil Uncertainty Financial
market market market stability

Key word inflasjonen arbeidsledigheten kronekursen oljeprisen usikkerheten kreditten
(inflation) (unemployment) (exchange rate) (oil price) (uncertainty) (credit)

Note: In Norwegian, different terms are combined into one word more often than in English. Thus, to be as precise as possible, and to avoid
being lost in translation, the words are listed in Norwegian, but with our English translation in parenthesis.

To identify the first factor with an inflation narrative, the second with the labor
market, and so on, we rotate the factor space such that we get a so-called unit identi-
fication. To do this, partition L from equation (1) as

L =
ï
L0

L1

ò
with L0 = L1:K and L1 = LK+1:V (2)

and apply the rotation:

F̃ = FL′
0 and L̃ = LL−1

0 , (3)

where F̃ and L̃ are the identified factor and loading matrices, respectively, and the
upper K × K block of L̃ equals the identity matrix, that is, L̃1:K = IK . Accordingly,
the inflation term loads with one on the first factor, and zero on all other factors, the
unemployment term loads with one on the second factor, and zero on all other factors,
etc. For this reason, the first factor is associated with an inflation narrative, the second
factor with a labor market narrative, etc. Moreover, although the factors in equation
(1) are uncorrelated by construction, which in an economic context were narratives
interact seems unrealistic, the identified factors in equation (3) are not.

1.3 Constructing Narrative Surprises

To construct measures of the narrative monetary policy surprise and the changes in
media coverage around central bank announcements, we proceed in two steps. First,

equations (1)–(3) are implemented for each of the three matrices Ĉ
CB
, Ĉ

N
w− , and Ĉ

N
w+

separately. Then, difference measures are constructed as

ñd
CB,N
t =

K∑

k=1

(F̃CBk,t − F̃N
k,t:w− )2 and ñd

N,N
t =

K∑

k=1

(F̃N
k,w+:t − F̃N

k,t:w− )2, (4)
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where F̃
CB
t , F̃

N
t:w− , and F̃

N
t:w+ are derived from the Ĉ

CB
Ĉ
N
w− , and Ĉ

N
w+ matrices, re-

spectively.4 Thus, ñd
N,N
t captures changes in media coverage around central bank

announcements, while ñd
CB,N
t measures the narrative differences in central bank com-

munication and news media coverage. Accordingly, large values of ñd
CB,N
t signal the

extent to which the media focuses on different topics than the central bank does in its
EBAs.
Second, to also capture potential differences in the tonality, that is, sentiment, of re-

porting, we weight the difference measures in equation (4) using a simple dictionary-
based method. This step builds on Larsen and Thorsrud (2019), and is done us-
ing an external word list and simple word counts. The word list used here clas-
sifies positive/negative words as defined by a Norwegian translation of the Har-
vard IV-4 Psychological Dictionary.5 For each event day t, the count procedure
delivers a statistic containing the normalized difference between positive and neg-

ative terms associated with each row of Ĉ
CB
, Ĉ

N
w− , and Ĉ

N
w+ . For example, toCBt =

(#positive terms − #negative terms) in the tth row of Ĉ
CB
. These statistics are then

normalized across time, denoted ¯toCBt , to avoid picking up systematic differences in
the use of positive versus negative terms across sources. The tonality differences are
computed as

toCB,N
t = ( ¯toCBt − ¯toNt:w− ) and toN,N

t = ( ¯toNw+:t − ¯toNt:w− ) (5)

and the to statistics are used to weight (or sign-adjust) the measures computed in
equation (4) as

nt = ñd
CB,N
t toCB,N

t and mt = ñd
N,N
t toN,N

t , (6)

where nt is what we label the narrative monetary policy surprise and mt is the change
in media coverage around central bank announcements.

1.4 Methodological Discussion

Wehighlight four points about themethodology. First, using time series data, factor
identification like in equations (2) and (3) was first suggested by Bai and Ng (2013).
They show that the unit identification scheme yields a unique solution both in terms of
the sign and size of the latent factors, and the method is now commonly applied in the

4. By constructing the factors from separate matrices, the exact language and context in which the
central bank and the media write about the different terms (used to identify the factors) can differ on
average. Instead, the time-variation in the factors is used to identify the surprise component. To simplify
the notation, the w subscripts are not included when defining ñd

CB,N

t and ñd
N,N

t .

5. In the literature, also other English-based word lists have been suggested (see, e.g., Loughran and
Mcdonald 2016). For applications using Norwegian language, it is our experience that the exact word list
used plays a minor role, and that our Norwegian translation of the Harvard IV-4 dictionary works well
across a range of applications (Larsen and Thorsrud 2017, Thorsrud 2018).
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time series literature (Aastveit et al. 2015, Bjørnland and Thorsrud 2016, Stock and
Watson 2016). Still, to the best of our knowledge, it has not been applied or suggested
in the NLP literature before. In this literature, the usage of supervised Latent Dirichlet
Allocation (LDA; Mcauliffe and Blei 2008) models are perhaps more common, but
not necessarily better (Kusner et al., 2015), when wanting to extract identified topics.
However, a supervised LDA implementation requires a classified data set with iden-
tified factors (topics) in the texts prior to training the model. In many macroeconomic
applications, including this one, this is not feasible because textual data in the form
of EBAs are too scarce to appropriately divide the sample into informative training
and testing sets.
Second, although the type of factor identification described above could potentially

have been achieved simpler by using the counts in the document term matrices asso-
ciated with the chosen key words (in Table 1) directly, such an approach has several
drawbacks. Conceptually, as alluded to above, narratives are not captured by the terms
in isolation, but rather by how different terms are used in context and together. More-
over, as described in, for example, Bholat et al. (2015), simple count-based methods
cannot handle issues related to synonyms and polysemy, while factor-based methods
can. In particular, because a term (not used to identify the factors) potentially loads
on all the factors (which represent different contexts), the factor-based approach in-
ternalizes that the same word can be used in different contexts (polysemy). Likewise,
terms that are similar (synonyms), and used in the same context(s), would likely have
very similar factor loadings. In practice, this latter feature also makes the methodol-
ogy described above relatively robust to changing the exact terms used to identify the
factors. We formally show this in Section 2.5.
Third, although related in spirit to narrative identification used in some other

macroeconomic applications, the approach taken here differs along several dimen-
sions. For example, in their highly influential work, Romer and Romer (1989, 2004)
perform a manual audit of the minutes of the Federal Open Market Committee, made
public with a 5-year delay, to single out events they argue represent monetary policy
shocks. Similar approaches have since then been applied in the oil market literature
(Hamilton 1985, Kilian 2008) and to identify fiscal shocks (Ramey 2011, Mertens
and Ravn 2014). In contrast to these approaches, however, the methodology sug-
gested here is more data-driven and automated, and focuses on media’s role as in-
formation intermediaries. More recently, Zeev (2018) and Antolín-Díaz and Rubio-
Ramírez (2018) have suggested to use narrative sign restrictions around key historical
events to ensure that the identified shocks agree with the established narrative account
of these episodes. Although more data-driven and automated than the manual audit
approach, narrative sign restrictions still require the researcher to take a strong stand
on both when (timing) and how (sign) historical shocks unfolded.
Finally, although the NLP literature has come a long way in terms of classify-

ing the sentiment, or tonality, of written text (Pang et al. 2002, Taboada et al. 2011,
Howard and Ruder 2018, Merity et al. 2018), doing so is still very much a supervised
machine learning problem. Accordingly, for the same reasons as discussed earlier,
with limited amount of training data available, alternative approaches are needed. The
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dictionary-based approach adapted here is simple (and naive), but well suited in that
respect. However, to identify the difference in tonality for specific narratives, for ex-
ample, with respect to inflation, and not only the overall contribution, as in equation
(5), our approach falls short. We leave it for future research to design approaches that
can also identify the tonality of the individual narrative components.6

2. RESULTS

In the following, we first present the estimated factors and the narrative monetary
policy surprises. We then study how these surprises differ from conventional mone-
tary policy surprises and how they affect media coverage and macroeconomic devel-
opments.

2.1 Factors and Narrative Differences

Figure 1(a)–(f) reports, in gray and dotted black, the factors estimated from the
news media data set (F̃

N
t:w−) as well as key macroeconomic aggregates for the Nor-

wegian economy. The frequency on the x-axis is event dates and the quarterly observ-
able variables are mapped to this frequency using the first event date in the quarter.
Overall, the factors seem to capture reasonably well the conventional narrative held
about economic developments the last two decades. For example, the estimates sug-
gest that the media focused more on unemployment related issues around 2003, 2009,
and 2015, which are periods associated with downturns, or recessions, in the Norwe-
gian economy. Likewise, the enhanced focus on exchange rates and inflation during
the earlier parts of the sample, relative to the latter part, is natural given that Norges
Bank formally went from a fixed exchange rate regime to inflation targeting in 2001.
The particular peak in the exchange rate factor around 2003 is likely due to the broad
discussion of the changing market for global trade and its impact on Norway at the
time (Bjørnland et al. 2004). We further observe that focus on credit conditions and
uncertainty was high during the financial crisis, and that the oil market got a lot of
attention in the mid 2000s when this sector was an engine for growth (Bjørnland
and Thorsrud 2016), as well as between 2014 and 2016, when low oil prices led to
concerns about future growth prospects. Although there is some high-frequency vari-
ation, it is also noteworthy that these broad patterns seem to be relatively robust to
the choice of w, that is, the news aggregation window.

6. A related concern can be raised with respect to equation (6), where the potential case ñd
CB,N

t = 0

(or ñd
N,N

t = 0), that is, perfectly equal narrative focus, yields the unrealistic result nt = 0 (or mt = 0),
irrespective of any differences in tonality. As a response to this, we show in Section 2.5 that our main
results are robust to working with the unsigned narrative differences and hence our results are not driven
by the tone adjustment (weighting). Still, we prefer the tone-adjusted difference measures as a benchmark
specification because it allows computing meaningful impulse response functions in Section 2.4.
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Fig 1. Identified Factors and the Narrative Monetary Policy Surprise. (a) Inflation. (b) Unemployment. (c) Exchange rate.
(d) Oil. (e) Credit. (f) Uncertainty.

Notes: In Figure 1(a)–1(f), the solid black lines illustrate the evolution of the narrative focus in the EBAs (F̃
CB
t ), while the

broken gray lines illustrate the evolution of the narrative focus in the media (F̃
N
t:w− ) for different values of w−. The dotted

black lines report, on the right-hand side y-axis (RHS), the evolution of key macroeconomic aggregates for Norway. All
topics are normalized (mean of zero, and standard deviation of one). Announcement dates are reported on the horizontal
axis. See Figure A1a, in the online Appendix, for an illustration of mt .

To get an alternative impression of the contexts, the different terms used to identify
the factors represent, Figure 2 reports word clouds constructed based on the cosine
similarity between the word vector for key word k = 1, . . . ,K and term j = 1, . . . ,V
in L̃N . In the figure, a larger font represents a higher degree of similarity. Naturally,
each key word vector has the biggest similarity with itself. However, as seen in the
figure, inflation is typically written about in the media in the same context as, for
example, energy prices, the inflation report, and Asia. Unemployment, on the other
hand, is typically talked about in the context of recessions, the outlook, and the labor
market. Similar information can be extracted from the other word clouds. In short,
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Fig 2. For each Narrative, the Word Cloud is Constructed Based on the Cosine Similarity between the Identifying Word
Vector in the L̃N Loadings Matrix, and All Other Word Vectors in that Matrix.

Notes: A larger font indicates a larger similarity. For visual clarity, only the 50 most similar terms are reported. In
Norwegian, different terms are combined into one word more often than in English. In the translation used for the graph,
an underscore is used to illustrate such cases.

the results align well with the results reported for the factors themselves, and sug-
gest that the method presented in Section 1.2 is able to extract meaningful narrative
information from the textual data.
The narrative central bank factors (F̃

CB
t ) are reported in black in Figure 1(a)–(f). For

the inflation factor, the low-frequency patterns seem to be relatively similar to those
estimates for the news media. Moreover, for the oil-related narrative, the two sources
seem to be sharing an upwardly drifting trend starting around 2014 when oil prices
fell sharply. For the other factors, and for other time periods, the differences between
the two sources are sometimes large. For example, during the financial crisis period,
the differences in narrative focus related to oil, credit, and uncertainty is substantial.
Figure 1(g) reports the tonality contribution (toCB,N

t ) together with the actual key
policy rate set by the central bank. As seen from the figure, there is a clear correlation
between the two: when the interest rate increases or is high, the tonality of the central
bank EBAs tend to be more positive than the media, and vice versa. Although our
approach for identifying the difference in sentiment between the different sources is
simple, we conclude that it at least captures important features of the actual monetary
policy rate.
Finally, the narrative monetary policy surprise (nt) is reported in Figure 1(h). Three

time periods stand out as particularly striking, namely the late 1990s and early 2000s,
2008/2009, and 2011/2012. As discussed above, the former period was associated
with large terms of trade effects and the early years of inflation targeting in Norway,
and 2008/2009 and 2011/2012 capture the financial crisis and the European debt cri-
sis, respectively. Large and potentially sudden changes in the economic or political
landscape might be associated with either divergence or convergence in beliefs. The
results reported in Figure 1(h) suggests that the narrative monetary policy surprise
identified here peaks around at least some noticeable events.
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2.2 Correlations

To gaugewhether the proposed narrative surprises capture something different than
what conventional monetary policy surprises do, we start by estimating:

st = b1nt + b2z1t + et, (7)

where st is a conventionally measured monetary policy surprise at event day t, and nt
is the narrative monetary policy surprise. For completeness, equation (7) is estimated
for all w− versions of nt .

We identify st using the high-frequency identification framework pioneered by
Gürkaynak et al. (2005), and extract movements in interest rates around the mon-
etary policy announcement time on day t. The way this is done using Norwegian
data is described in Brubakk et al. (2017).7 The methodology decomposes the sur-
prise into two components, namely a “target” (T ) and “path” (P) component, where
the former is seen as a response to the actions of a central bank, while the latter is
thought of as capturing unexpected central bank communication and unconventional
policy. Going forward, we label these st , and sTt and sPt when the difference is rele-
vant. In the interest of preserving space, the st surprises are graphed in Figure A1b in
the Online Appendix.
First, the unconditional correlation between st and nt is low. In fact, depending on

w−, the correlation between sTt and nt is in the range −0.01 to 0.10, while the corre-
lation between sPt and nt is the range −0.12 to −0.03. Still, comparing the narrative
surprise in Figure 1(h) to the conventional ones in Figure A1b, in the Online Ap-
pendix, we observe that the series share increased volatility patterns around the three
time periods discussed above.
To control for changing macroeconomic conditions between announcement dates

and other quantitative information that potentially explainsmonetary policy surprises,
we include in the vector z1t revisions in forecasts published by the central bank at the
interest rate announcement time. The vector includes revisions to both GDP and infla-
tion projections as well as revisions to the interest rate path for the current quarter and
up until two quarters ahead. All variables are collected fromNorges Bank’sMonetary
Policy Report.8 In addition, to the extent that important international developments
are not already incorporated into these projections (Bjørnland et al. 2020), we also
control for the high-frequency euro area monetary policy surprises constructed by
Altavilla et al. (2019) (using the 1 week and 1 year surprises from the press release
window). Thus, the vector z1t contains 11 elements.

7. In short, the event window is 90 min and captures the change in interest rates between 15 min before
the announcement and 75 min after the meeting. This includes both the actual announcement time, as well
as the press conference. Brubakk et al. (2017) show that the target factor is robust to event window size,
and that the path factor is robust for event windows between 90 min and 1 day.

8. Norges Bank was one of the first central banks to publish its own interest rate path, starting in 2005.
We look at revision to the projections, and not their level, to capture the new information in the projections.
Only roughly every other interest rate meeting is accompanied by a publication of updated projections. For
meeting dates where there are no updated projections, we fill in with zeros in the zt vector.
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Fig 3. Figure 3(a) Reports the t-values of b̂1 in equation (7).

Notes: Numbers reported above and below the lines are the adjusted R2 statistics and the number of chosen control
variables in each regression, respectively. The x-axis reports the aggregation window w. Figure 3(b) reports the t-values
of δ̂1 in equation (8) when either nt or sTt is used as the treatment variable. Figure 3(c) shows the scaled narrative monetary
policy surprise, that is, δ̂1nt , decomposed into narrative contributions.

To favor a small model size, and reduce noise and potential biases, a double se-
lection procedure for selecting the relevant control variables in zt is implemented
(Belloni et al. 2014). First, the nt and st variables are regressed separately on all the
variables in the zt vector using the LASSO estimator (Tibshirani 1996). Next, after
these two penalized regressions, we estimate equation (7) using nt and the union of
the control variables selected in step one.9

Figure 3(a) reports the t-value associated with b1 in equation (7), for all values of
w−. Numbers reported above and below the lines are the adjusted R2 statistics and

9. In the first step, LASSO 100 different penalization parameters together with the BIC are used to
tune the amount of regularization. As reported in Figure A2a, in the Online Appendix, our results are robust
to estimating equation (7) using simple OLS.
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the number of chosen control variables in each regression, respectively. One feature
stands out; Irrespective of whether conventional monetary policy shocks are mea-
sured using sTt or sPt , their correlation with nt is weak and insignificant. The fact that
few control variables are selected also suggest that the variables in the zt vector are
relatively uninformative about both nt and st .
In sum, we conclude that the narrative surprises clearly capture something differ-

ent than conventional monetary policy shocks do. Thus, the media channel might be
complementary to the transmission mechanism traditionally studied.

2.3 Impact on Media Coverage

Under the maintained assumption that the media works as information interme-
diaries between agents and the state of the world, a defining feature of a narrative
monetary policy surprise should be that it affects subsequent media coverage. After
all, for the narrative surprise to matter, people need to learn about it. We address this
hypothesis by estimating:

mt = δ1nt + δ2z2t + ut, (8)

where mt is the overall difference in narrative focus between news media coverage
prior to, relative to w+ days after, the interest rate announcement, and δ1 measures
whether the narrative monetary policy surprise affects media coverage.
The upper plane in Figure 3(b) reports our estimate of δ̂1 when this equation is

estimated with the double selection procedure described above, and for all the indi-
cated combinations of w− and w+. Here, the control vector z2t includes z1t , as well as
sTt and sPt . We observe that the narrative surprises have a positive and highly signifi-
cant effect on the change in media coverage when we construct nt and mt using small
values of w. For w− = 1 and w+ = 1, the adjusted R2 statistic is roughly 16%. For
larger window sizes, the R2 statistic rapidly falls towards the range 4 to 5 percent.
Still, these results stand in sharp contrast to what we obtain if we instead replace

nt with sTt in equation (8), and re-do the double selection estimation routine. As seen
from the lower plane in Figure 3(b), the conventional monetary policy shock (sTt ) has
an insignificant effect on media coverage. We have also done this analysis using sPt
instead of sTt , finding similar insignificant results. As such, to the extent that house-
holds follow the news, the narrative differences contain information they will receive.
Conventionally measured monetary policy surprises, on the other hand, seem to be
more “silent.”
Figure 3(c) reports a bar plot of the scaled narrative monetary policy surprise, that

is, δ̂1nt , for each event day in the sample and using w− = w+ = 1. The figure high-
lights an additional advantage with our narrative methodology, relative to conven-
tional identification strategies, namely that one can decompose the surprise compo-
nent into what it is about. In particular, as nt is a linear combination of the different
narrative contributions, one can decompose the regression results into the contribu-
tions from each narrative. In that respect, the last oil-driven observation in the sample
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is illuminating. Although Norges Bank increased their policy rate by 25 basis point
in March 2019, motivated in parts by what they described in their EBA as positive
petroleum-related activity, international business cycles were cooling down and for-
eign central banks were cutting rates. In a DN summary published the day after the
meeting, and written by one of DN’s main commentators in response to the central
bank communication, the title was “There are good reasons to not be worried about
too high interest rates”, following up by stating “The Norwegian economy performs
well due to better times in the oil and gas industry.”

2.4 Macroeconomic Implications

Together, the results presented in Figure 3 suggest that the narrative surprises con-
tain information not already present in existing surprisemeasures, and that this type of
information has an effect on media coverage. Do these differences matter for macroe-
conomic outcomes? Figure 4 answers this question, and reports estimates of φ1 from
simple linear projections (Jordá 2005):

yt+h = φ1nt + φ2z3t + εt+h, (9)

where yt+h is the cumulative change in a monthly macroeconomic outcome variable,
measured h periods forward relative to month t, nt is the monthly aggregation of
the event date specific narrative monetary policy surprise, and the control vector z3t
includes up to 12 lags of the dependent variable as well as a linear trend.10

We consider h = 0, . . . , 24, and six important monthly macroeconomic aggregates
(yt+h): the 3-month interest rate, the stockmarket, house prices, consumer confidence,
industrial production, and consumer prices. In the figure, we also include results from
estimating equation (9) with monthly aggregations of sTt instead of nt . In all cases, the
shocks are normalized to a one standard deviation innovation, and 95% confidence
bands as well as the mean responses are reported. Two main findings stand out.
First, following a narrative monetary policy surprise, close to all macroeconomic

aggregates increase. The response paths of the interest rate, the stock market, con-
sumer confidence, and industrial production are also significantly different from zero
(at least on some horizons). In contrast, a conventional monetary policy surprise leads
to an increase in the interest rate, but a decrease in returns, house prices, consumer
confidence, and industrial production, as one would expect.
Second, with the exception of house prices, the narrative monetary policy surprise

explains a much larger degree of the forecast error variance decomposition in the
variables than the conventional monetary policy shock does. For example, up to 37%
of the variation in the stock market can be explained by the narrative monetary policy

10. The lags are included to control for potential auto-correlation in the estimated residuals and the
lag length is selected using the BIC. All dependent variables are (log) differenced prior to estimation,
while the linear trend is included in the specification to control for potential slow moving drifts in the
series. In unreported results, we confirm that excluding the trend from z3t , as well as including additional
macroeconomic control variables in the z3t vector, does not affect our main conclusions.
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Fig 4. The Figures Report the Estimates of φ̂h from Equation (9) for h = 0, . . . , 24 months.

Notes: The mean estimates and 95% confidence bands are reported using Newey and West (1987) corrected stan-
dard errors. The responses are normalized to one standard deviation of the original shock, and to increase the 3-
month interest rate on impact. Numbers reported along the curves are variance decompositions, computed as vh =
(
∑h

i=0
φi1 )σ

2
at

/((
∑h

i=0
φi1 )σ

2
at

+ σ 2
εt+h ), where at equals either nt or s

T
t .
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surprise on the 5 months horizon, while the conventional monetary policy shocks
explains only roughly 6% at the same horizon.
The differences in macroeconomic outcomes between a conventional monetary

policy surprise and the narrative surprises speak directly to newer monetary stud-
ies emphasizing the information component of monetary policy surprises (see, e.g.,
Nakamura and Steinsson 2018, Cieslak and Schrimpf 2019, Jarocinski and Karadi
2020, Andrade and Ferroni 2021). In fact, our results are qualitatively in line with
the macroeconomic responses obtained in Brubakk et al. (2019), who analyze the
effects of information shocks using Norwegian data and a modified version of the
methodology developed by Jarocinski and Karadi (2020).11

The common interpretation for this information component is simple: Through its
communication, the central bank reveals private information about its views on cur-
rent and future economic conditions. Under the assumption that central bank commu-
nication affects the market, a release of positive (negative) information should then,
all else equal, increase (decrease) returns, interest rates, and the general economic
outlook. As such, the narrative monetary policy surprise is a natural candidate for an
information component, both in terms of its estimated impulse responses, and espe-
cially in terms of its construction. In contrast to other ways of identifying this mone-
tary policy information component, however, the methodology suggested here allows
the researcher to decipher what the information is mostly about, and highlights the
role of the media as information intermediaries (Nimark and Pitschner 2019, Larsen
et al. 2020).

2.5 Additional Results and Robustness

To the extent that financial market participants and journalists follow the same
central bank communication, the lack of correlation between the narrative monetary
policy surprises (nt) and those identified through movements in the interest rate mar-
ket (st), might seem surprising. However, focusing on the absolute size of the sur-
prises, and disregarding their sign, we obtain a more significant link (Figure A3a in
the Online Appendix). In particular, using equation (7) and regressing ñd

CB,N
t from

equation (4), that is, the unsigned nt measure, on the absolute value of the conven-
tional surprise measures (|st |), we obtain a positive and mostly significant relation-
ship. Accordingly, in terms of timing, but not in terms of sign, agents in the interest
rate market and the media share surprise patterns. Still, using ñd

N,N
t from equation

(4), that is, the unsigned mt measure, as the dependent variable, and |st | as the treat-
ment variable in equation (8), we obtain more or less the same insignificant result

11. See also Bjørnland et al. (2020) for evidence regarding the information component of (Norwegian)
monetary policy surprises. On a similar note, we have also estimated aVector Autoregressivemodel (VAR),
including the six macroeconomic variables discussed above, and identified monetary policy shocks using
the narrative monetary policy shock as an external instrument following the methodology introduced by
Stock (2008) and used in, for example, Gertler and Karadi (2015). Controlling for the dynamic correlation
between the macroeconomic aggregates changes the size and evolution of the impulse response functions
somewhat, but does not change our qualitative conclusions.
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as before (Figure A3b in the Online Appendix). In contrast, ñd
CB,N
t has a positive

and significant effect on ñd
N,N
t , confirming that also this unweighted narrative mone-

tary policy surprise measure affects media coverage, whereas conventional monetary
policy surprises do not.
In terms of the feature selection steps described in Section 1.1, and as commented

by one referee, the idf scalingmight lead to amisinterpretation of the narrative shocks
as communication mistakes rather than surprises in the traditional sense and the re-
moval of weekends from the corpus might create a bias if it leads to an interruption
of the continuous flow of information. However, our main results in Sections 2.2 and
2.3 remain virtually unchanged if we skip the idf scaling step (Figure A4 in the On-
line Appendix). We still use and describe it here because of the favorable properties
it might have in other applications. Likewise, our identified narrative monetary pol-
icy shock remains close to unchanged if we do not remove weekends from the news
corpus (Figure A5 in the Online Appendix).
Table A1, in the Online Appendix, shows how the factor-based identification

scheme proposed here is relatively robust to changing the key words used to iden-
tify the factors. Cycling through 30 unique alternative combinations of key words,
listed in Table A1, and re-doing the calculations of ñd

CB,N
t from equation (4), reveals

that the correlation between these alternative estimates, and our benchmark estimate,
is seldom lower than 0.40, very often above 0.70, and sometimes as high as 0.90. We
also confirm that the macroeconomic effects of narrative monetary policy surprises
remain robust to these changes (Figure A6 in the Online Appendix). In contrast, if we
instead compute the factors as simple counts, as discussed in Section 1.4, we observe
that the resulting narrative surprise would have been much more sensitive to the exact
key words used to identify the narrative dimensions (Table A1).
In terms of conventional monetary surprises, one might argue that it is the “path”

factor (sPt ), rather than the “target” factor (s
T
t ), that captures central bank communica-

tion and hence should be more similar to the narrative surprises in terms of macroeco-
nomic responses. Re-estimating equation (9) using sPt as the shock of interest shows
that this is not the case. The macroeconomic responses following a sPt shock resem-
bles those following a sTt shock (Figure A7 in the Online Appendix).

3. CONCLUSION

Although a large literature has provided knowledge about the transmission mecha-
nism between central bank communication and financial markets, less is known about
how such communication is transmitted to a wider audience, that is, households and
nonprofessional market observers.
In this paper, we take the view that the newsmedia works as information intermedi-

aries between agents (households) and the state of the world, and propose a method
for identifying what we label as “narrative monetary policy surprises.” Using tex-
tual data from news media and central bank communication, we put structure on the
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problem by focusing on narrative dimensions that typically feed into a central bank’s
decision-making process and identify these from the different corpora by applying a
Singular Value Decomposition and an ex post unit rotation identification scheme.
The empirical evaluation, using data from Norwegian news media and Norges

Bank, shows that the narrative monetary policy surprises have an insignificant corre-
lation with conventionally measured monetary policy surprises, suggesting that the
media channel might be complementary to the transmission mechanism traditionally
studied. We further document that the narrative surprises in central bank communi-
cation lead to a significant change in media coverage after the interest rate meeting
relative to before, whereas monetary policy surprises identified using conventional
methods do not. In turn, these differences are shown to matter for the evolution of
macroeconomic aggregates, where narrative surprises lead to response patterns in
line with what newer monetary policy studies label the information component of
monetary policy.
Our study highlights the importance of written central bank communication and the

role of the media as information intermediaries, at least for the case of Norway. The
proposed method is fast, simple, automated, and language-agnostic. It is particularly
useful in the current context, where access to large amounts of classified training data
makes more sophisticated supervised algorithms less suited.
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