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Chapter 1: Introduction 1 

Chapter 1: Introduction 

Financial derivatives have been studied and scrutinized in depth since the 

financial crises in 2007-2009. Derivatives’ effect on firms, in particular firm value, 

have been studied prior to, during, and post global recession, with no definitive 

answer as to whether this relationship is positive or negative. The global oil price 

shock that occurred in 2014 drove our interest in how this commodity, along with 

other commodities are hedged by companies to mitigate risk, and whether or not 

this action has a particular effect on firm value.  We focus our research on U.S. non-

financial firms from the Standard and Poor’s 500 Index (S&P 500 Index), and 

evaluate firm value using Pooled Ordinary Least Squares (Pooled OLS) regressions 

and fixed effect between 2006-2017. This time period allows us to see the 

relationship between commodity derivative usage and firms during periods of an 

economic downturn, as well as during a commodity price shock. By looking at 

S&P500 Index companies it gives us a better idea of commodity derivative usage 

on a larger and broader scale. 

We find that, firstly with the univariate test the firm value of the users are 

significantly lower than the firm value of the non-users, proxy by the Tobin’s Q. 

Secondly, with the multivariate test, we use the Fixed Effect estimator to deal the 

problem because of the biased Pooled OLS estimator. We also found that the 

distribution of the firms’ value with commodity derivatives are less peaked than the 

distribution of the firms’ value without commodity derivatives. It implies that using 

commodity serves the firm as the insurance.  

 For the Tobin’s Q and the firm size, as the proxies of the firm values, the 

mean and the median of the user Tobin’s Q are statistically significant different to 

the mean of the non-users. 
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Chapter 2: Literature Review 3 

Chapter 2: Literature Review 

2.1 EARLY LITERATURE 

Much research and work has been done to build on and refine the corporate 

finance theory put forth by Modigliani and Miller in 1958. According to their 

theory, assuming perfect financial markets, a firm should have no need to hedge, 

since corporate risk management practices would not matter, and therefore 

shareholders would be indifferent in regard to a firm’s choice to hedge. Of course, 

other authors are quick to point out market imperfections and how these lead to 

failings within Modigliani and Miller’s Corporate Finance Theory.  

Offering one of the earliest theoretical research papers devoted to hedging, 

Stulz (1984) posits a model that value-maximizing firms pursue active hedging 

policies. Stulz also derives optimal hedging policies for risk-averse agents, given 

that there is uncertainty in commodity prices, and with the assumption that 

managers want to maximize their expected lifetime utility. The model is explained 

using foreign exchange forward contracts, which firms use to mitigate their 

exchange rate risk, but the methodology and results apply more generally to other 

types of hedging instruments.  

 Further examining companies’ corporate risk management practices, Smith 

and Stulz (1985) reason that a firm’s value consists of the present value of expected 

cash flows, minus the present value of expected distress costs. Hedging increases a 

firm’s value as long as hedging can reduce a firm’s probability of bankruptcy. One 

goal of this model was that it could be applied to large, widely held corporations. 

In particular, ones whose owners, stockholders, and bondholders have the ability to 

hold diversified portfolios of securities. This sets the scene for further research on 

hedging effecting firm value for large corporations. They develop a positive theory 

of hedging by value-maximizing corporations, in which hedging is part of overall 

corporate financing policies. 

 Froot, Scharfstein, and Stein (1993) develop a new framework in which to 

analyze corporate risk management policies. They introduce the possibility of using 

risk management as a means to finance the firm, believing this could resolve 

financing issues during a funding constraint. When external financing is more 

expensive than using internal funds, they argue, firms will hedge. This is because 
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4 Chapter 2: Literature Review 

hedging can allow a firm to reduce the need for external financing when investors 

require a higher return. They argue that without risk management, these firms will 

be forced to take subpar investments. When funds are low, getting financing is 

costly, and forces firms to scale back value-maxing investments.  

2.2 COMMODITY DERIVATIVE USAGE AND FIRM VALUE 

A large amount of previous research into firms’ use of commodity derivatives 

has been focused on two industries; the gold mining industry and the oil and gas 

industry. The oil and gas industry can be divided into commodity producers and 

commodity users; one such commodity user that has been extensively studied is the 

airline industry. These industries have a natural exposure to these commodities, and 

therefore have an obvious incentive to hedge. 

2.2.1 The Gold Mining Industry 

Research on the gold mining industry focuses solely on the producers of this 

commodity, which sets them apart from their oil and gas counterparts. When 

looking into the risk management practices within the gold mining industry, Tufano 

(1996) explores gold price risk hedged by firms, both as a means to maximize firm 

value and as policies of risk-averse managers.  

The evidence does not support theories that posit risk management can be 

used as a way to maximize shareholder value.  Any theory that attempts to explain 

risk management as a mechanism to reduce the costs of financial distress, a firm’s 

dependence on external financing, or as a means to reduce expected taxes is not 

strongly supported by the evidence presented by Tufano.  

Continuing the investigation into the gold mining industry Tufano (1998) 

finds that gold mining firm exposures are inversely related to the amount of tis 

production that it hedges. Commodity risk management study that illustrates 

commodity price risk is reflected in stock market prices. Capital markets take firm-

specific and market-specific factors into account when determining exposures of 

firms and, if given information on hedging activities, incorporate it into their 

valuation of the firms. Contradictory to Tufano, Adam and Fernando (2006) find 

that gold mining firms realize economically significant cash flow gains via their 

derivative transactions. 
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Chapter 2: Literature Review 5 

2.2.2 Oil and Gas Industry 

Similar to Tufano (1996), Haushalter (2000) examines different motivations 

and to what extent firms hedge, focusing on oil and gas producers.  

Haushalter finds evidence supporting the idea that financing costs can be 

alleviated by hedging, which supports Froot, Scharfstein, and Stein (1993). Mackay 

and Moeller (2007) model the value of corporate risk management in oil refinery 

companies, confirming that firms that hedge concave revenue can represent 2-3% 

of a firm’s value.  

Key to the value increase associated with hedging is that its firms who did not 

hedge input costs had more value than those who did hedge; partial hedging in 

increase value, fully hedging can cancel out any benefits. Yin and Jorion (2006) 

verify that an oil and gas producing firms’ stock price sensitivity can be minimized 

with hedging. However, they do not find evidence that hedging increases a firm’s 

Tobin’s Q ratio, which they use a proxy for a firm’s market value.  

Contrary to Yin and Jorion, Carter, Rogers, and Simkins (2006a, 2006b) find 

a positive relationship between airline’s use of jet fuel price risk derivatives and the 

firm’s Tobin Q ratio.  They posit that due to jet fuel comprising a large portion of 

airlines’ operation costs, they have a strong incentive to hedge jet fuel price risk. 

High jet fuel prices coincide with low industry cashflow, and industry investment 

is positively related to the level of jet fuel costs. They increased value of firms that 

hedge is referred to as the hedging premium. Carter, Rogers, and Simkin’s believe 

the hedging premium reflects that those firms with greater ability to take advantage 

of the benefits associated with hedging, such as enhanced ability to invest in 

economically profitable projects. 

2.3 OTHER DERIVATIVE USAGE AND FIRM VALUE 

Visvanathan (1998) examine firms’ usage of interest rate swaps. This 

research does not look for a relationship between derivative usage and firm value, 

rather, it is a comprehensive study on firm characteristics of non-financial 

companies using interest rate swaps that comprise the S&P500 Index. Allayannis 

and Weston (2001) conduct research on the use of foreign currency derivatives 

(FDC) and their relationship to a firm’s market value. Like Yin and Jorion (2006) 

and Carter, Rogers, and Simkins (2006b), they use Tobin’s Q as a proxy 

measurement for a firm’s market value.  
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6 Chapter 2: Literature Review 

Their evidence corroborates the positive relationship Carter et. al find 

regarding firm value and the use of derivatives, determining a hedging premium of 

4.87% on average for firms that do hedge foreign currency risk. Bartram, Brown, 

and Conrad (2011) take an international approach, including firms from 47 

countries when examining effects of derivative usage on a firm’s value and risk.  

They find that derivative usage is associated with significantly higher firm value, 

abnormal returns, and larger profits in economic downturns.
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Chapter 3: Methodology 

3.1 DATA COLLECTION METHOD 

3.1.1 Sample Selection 

We studied large non-financial firms in the United States. Similar, to 

Visvanathan (1998), Nguyen (2011), and Angelis and Ravid (2017) we reviewed 

firms in the Standard and Poor’s 500 Index. Excluding financial firms allowed us 

remove firms that write and use derivatives for trading and speculative purposes.  

We acknowledged that does not fully eliminate the problem, however, and 

further refined our search by including only firms that do not use derivatives for 

speculative or trading purposes. Non-American companies were also excluded from 

our study, as we wanted to eliminate potential foreign country effects on our data.  

Lastly, we narrowed our sample by focusing on a twelve-year span, from 

2006 to 2017. While our data set has longer time frame than most of the similar 

research. It provides more information for our goal, which is to see how commodity 

prices impacted firm value and to additionally observe the effects of commodity 

price volatility in 2014 and the financial crisis in 2008-2009 impacted companies’ 

derivative usage and firm values.  

Hedging information for each company is obtained from their respective 

annual financial reports. These 10-K annual reports are filed with United States 

Security and Exchange Commission (SEC) and are found on their website and on 

each company’s website.  

Derivative and hedging information is found in item 7a Quantitative and 

Qualitative Disclosures about Market Risk as well as footnotes in the Financial 

Statements and Supplementary Data sections in each 10-K filing. Further 

information is obtained by employing a search within the text, using such terms as 

“derivative,” “hedge,” “commodity,” “fuel,” “energy,” “swap,” “future,” and 

“forward contract.” The result is sample of 316 firms and 3,792 firm years. 
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8 Chapter 3: Methodology 

3.1.2 Dependent Variable 

We use Tobin’s Q ratio as a proxy for firm value measurement (Wernerfelt 

and Montgomery, 1988). In our study, Tobin’s Q ratio is defined as the ratio 

between the market value of the firm over the replacement cost of its assets. Our 

methodology for constructing the market value and replacement cost of assets 

closely follows Lindenberg and Ross (1981).  

The market value is a combination of common stocks, referred stocks, short-

term debt-to-book value, and long-term debt. The replacement cost of a firm’s 

assets is the sum of total assets, value added by market of total plant and equipment, 

and value added by market of inventories.  

In our regression we use the natural logarithm transformation of Tobin’s Q 

ratio. This is because the natural log of Tobin’s Q ratios provides better statistical 

distribution properties (Hirsch and Seaks, 1993). As the Appendix A histogram 

shows, Tobin´s Q without logarithm form is obviously left skewed and more 

leptokurtic, while after doing the logarithm transformation, the distribution is more 

symmetric and less peaked. 

3.1.3 Independent Variables 

In order to authenticate the relationship between a firm’s value and their use 

of derivatives, we need to eliminate the effect that all other variables could have an 

impact on a firm’s value (Tobin’s Q ratio). In this section we present the control 

variables used in our univariate and multivariate tests, as well as the reasoning 

behind their presence. We test our hypothesis in a univariate and multivariate 

setting.  

We control for the following: (1) firm size; (2) leverage; (3) profitability; (4) 

investment growth; (5) liquidity; (6) industry effect; and (7) time effect. 

(1) Firm Size: The predominant reasoning behind controlling for size is that 

large firms are more likely to use derivatives than smaller ones. Additionally, both 

size and leverage are proxies for a firm’s financial distress.  From Nguyen and Faff 

(2002) we know that financial distress costs increase disproportionately less as firm 

size increases. Therefore, we would expect that smaller firms would have more 

incentive to hedge, as it would reduce their probability of financial distress. We 

control for firm size by using the natural log of the firm’s total assets as a proxy. 

We expect, like Nguyen and Faff (2002), that there is a positive relationship 
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between size and the decision to use derivatives, and a negative relationship 

between size and the extent of derivative usage. 

(2) Leverage: Allayannis and Weston (2001) control for differences in firms’ 

capital structure, as this is may be related to value. Taking the ratio of long-term 

debt over equity allows us to control for a firm’s leverage. The higher a firm’s 

leverage ratio, the higher the probability that a firm will face financial distress, 

ceteris paribus. Due to this, more highly levered firms will have more incentive to 

use derivatives in order to reduce their distress costs.  

(3) Profitability: We control for profitability by using return on assets (ROA), 

calculated as a firm’s net income divided by their total assets. We expect a positive 

association of profitability with ROA. 

(4) Investment Growth: By using the ratio of capital expenditures to total 

sales, the ratio of R&D to total assets, and the ratio of advertising expenses to total 

assets as proxies, expecting a positive association of these proxies with Q. 

(5) Liquidity: As a proxy for liquidity, we adopt the same calculation used by 

Carter, Rogers, and Simkins (2006b), taking the sum of a firm’s cash and short-

term investments, divided by sales. Excess cash can be a substitute for partaking in 

risk management and hedging. 

 (6) Industrial Effect: Firms have industry specific factors that make 

controlling for industry effects beneficial. Using industry controls at the 4-digit SIC 

and the industry-adjusted Qs in separate regressions. 

(7)  Time Effects: Using 11 different dummy variables for each year of our 

data set (2006-2017). 

We exclude the following control variables that appear in previous research:  

Industrial Diversification: Allayannis and Weston (2001) control for 

industrial diversification by using a dummy variable equal to 1 if a company 

operates in more than one segment, 0 if they do not. We assume a majority of 

S&P500 companies operate across multiple segments, and therefore this is not a 

beneficial control variable for our research.  

Geographic Diversification: We already limit our research to American 

companies. While there are some firms listed on the S&P 500 index that do not 

have headquarters in the U.S., we eliminated these companies in our preliminary 
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10 Chapter 3: Methodology 

data collection process. Due to our chosen sample of companies, we do not believe 

any correction or control for geographic diversification is necessary. 

Access to Financial Markets: The companies we have chosen to examine are 

some of the largest market cap companies in the U.S. Due to this fact, we assume 

each company has equal access to financial markets. 

Credit Rating: Previous studies on derivative usage and firm value have 

controlled for companies’ credit ratings. These studies have primarily focused on 

specific industries, such as oil and gas and airlines, or on the use of foreign currency 

and interest rate derivatives. Due to our diverse set of companies, and the fact that 

we are interested in their usage of commodity derivatives, we do not believe that 

credit rating plays an influential role in determining our companies’ Tobin Q ratios.  

Previous research on interest-rate swap usage among non-financial companies in 

the S&P500 finds that credit quality is not significant in distinguishing between 

those firms that use swaps and those that do not Visvanathan (1998). 

3.2 THEORETICAL FOUNDATION 

During our research into firms’ derivative usage, we found that there are 

several different methodologies and models in the literature that are used to see how 

commodity (and other) derivatives usage affect firm value. We discuss the two most 

common methods; simple linear regression model and generalized linear models 

(GLMs), as well as the drawbacks of each method. 

3.2.1 Simple linear regression model 

Simple linear regression is a straightforward and important example of a 

generalized linear model. In a linear regression, the use of the least-squares 

estimator is justified by the Gauss-Markov theorem, which requires assumptions of 

linearity, constant variance, and independence, but does not assume the distribution 

is normal. A simple linear regression model takes the expected value of the 

continuous variable, Y, as a linear function of the continuous predictor, X. One 

assumption is that Y is normally distributed, errors are normally distributed, 

independent, and that X is fixed and has a constant variance. From the perspective 

of generalized linear models, however, it is useful to assume that the distribution 

function is normal and has constant variance.  

We examine two common uses of a linear regression in the literature: 
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a) Pooled Ordinary Least Squares (Pooled OLS) 

A Pooled OLS estimation is an OLS technique used for panel data. For the 

normal distribution, the GLM has a closed form expression for the maximum-

likelihood estimates, which is useful for our analysis. Most other GLMs lack closed 

form estimates. Therefore, all individually specific effects are completely ignored. 

Therefore, a lot of basic assumptions, such as the orthogonality of the error term, 

are violated.  

As the pooled OSL is suited to analyzing panel data, which we have, we chose 

to adopt this method when analyzing our own data. The general formula for a panel 

data regression is: 

𝑦",$ = 	𝛽( +	𝛽*𝑥",$,* +	𝛽,𝑥",$,, + ⋯+ 𝛽.𝑥",$,. +	𝑒",$ 

An important requirement when using a pooled OLS is that the panel data 

must be stationary and balanced, which ours is. The advantages of panel data is it 

allows us to focus on a broader range of issues and investigate more complex 

problems than if we created a simple time series or analyzed pure cross-sectional 

data alone. 

Our inspiration to use pooled OLS model came from reading Allayannis and 

Westin (2001), who use this method to analyze the use of foreign currency 

derivatives (FDC) and firm value. Their research question is similar to ours, though 

focused on a different kind of derivative, FCD rather than commodity derivatives 

(CD).  

These are two types of panel estimator approaches.  The simplest type of fixed 

effects models allows the intercept (𝛼) in the regression model to differ cross-

sectionally but not over time, while the slope estimates (𝛽*)) are fixed both cross-

sectionally and over time. 

To see how the fixed effects model works, first we decompose the disturbance 

term, ei,t, into an individual specific effect, µi,t, and the “remainder disturbance,” vi,t, 

that varies over time and entities (capturing everything that is left unexplained about 

yi,t). 

𝑢",$ = 	 𝜇",$ + 	𝑣",$ 

We can rewrite the previous equation as: 

𝑦",$ = 	𝛽( +	𝛽*𝑥",$, + 	𝜇",$ + 	𝑣",$ 
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The fixed effects method works best when there is a large T and small N. 

Also, if the error component, vi,t is correlated with the dependent variable X, using 

the random effect model would result in biased results, whereas the fixed effect 

model does not. This method is used by many in the literature when analyzing panel 

data regarding derivative usage by firms, including Tufano (1998), Allayannis and 

Weston (2001), Adam, T., Fernando, C. (2006), Nguyen, H., Faff, R. (2010), 

Bartram, S., Brown, G., Conrad, J. (2011), Coles, J., Lemmon, M., Meschke, J. 

(2012), Rampini, A., Viswanathan, A. (2014), Angelis, D., Ravid, S. (2016); Adam, 

T., Fernando, C., Salas, J. (2017). With this broad usage and given it works well 

with our dataset, we chose the fixed effects method. 

Somewhat lesser used is the random effect model. This model also proposes 

different intercept terms for each entity (similar to FE), however, the difference is 

that under the random effects model, the intercepts for each cross-sectional unit are 

assumed to arise from a common intercept (𝛼) which is the same for all cross-

sectional units over time, plus a random variable, ∈", that varies cross-sectionally 

but is constant over time. ∈" measures the random deviation of each entity’s 

intercept term from the ‘global’ intercept term, alpha.  Can be written: 

𝑦",$ = 	𝛼 +	𝛽*𝑥",$ + 	𝜔",$	,  𝜔",$ =	∈"	+	𝑣",$ 

Random effect model is preferable to the fixed effect model when N is large 

and T is small, the estimates of two models differ slightly, and when the cross-

sectional groups are a random sample from the population. Carter, et. al. (2006a) 

and Carter, et. al. (2006b) use the random effect model in their paper on jet fuel 

hedging use by U.S. airlines.  

 b)  Generalized method of moments (GMM)  

As suggested by Magee (2013), if firm’s value is correlated with its lagged 

values, we can use a dynamic model with system GMM estimators. When a lagged 

dependent variable as an independent variable (dynamic model structure) considers 

a possible autoregressive feature of the data. System GMM estimators were 

developed by Arellano and Bond (1991), Arellano and Bover (1995) and Blundell 

and Bond (1998). This model is suitable for small T and large N panels (Roodman, 

2006). System GMM estimators of Blundell and Bond (1998) employ a first-

difference transformation and use lagged values of endogenous variables in first 

differences equation.  
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GMM, as opposed to OLS, allows for simultaneity among the dependent 

variables by including the correlation of residuals across simultaneous regression 

equations. When researching how risk management can add value to a firm, Mackay 

and Moeller (2007) use non-linear GMM coefficient estimates in a pooled sample 

of 34 oil refiners. They regress the cost function and their associated derived output-

supply and input-demand.  GMM mitigates simultaneity bias that are caused by 

endogenous explanatory variables by using predicted (instrumented) values, rather 

than realized values of the endogenous variables. Used alongside Hansen’s J-

statistic.  

In our dynamic models with system GMM estimators, we accept first lag of 

dependent variable (natural logarithm of Tobin's Q ratio or industry adjusted 

Tobin's Q ratio), extent of hedging variable, natural logarithm of total assets, return 

on assets and financial leverage ratio as endogenous, while all other variables are 

accepted as exogenous. 

3.2.2 Generalized Linear Models (GLMs) 

The GLMs we will discuss here are the Logit and Probit Regression Models. 

These models are used when a traditional linear modelling framework has variables 

that are not normally distributed.  

Also, traditional linear probability models can only produce probabilities that 

are between 0 and 1, whereas logit and probit models can produce estimated 

probabilities that are negative or greater than one. GLMs are most commonly used 

to model binary or count data and refer to a larger class of models popularized by 

McCullagh and Nelder (1982). Most of below discussion is based on John Fox’s 

(1997) treatment of Logit and Probit Regression Model. 

a) The Logit Regression Model 

It can be thought of as consisting of a mathematical transformation of a 

standard regression model.   

ℱ(𝑧") = 	
ℯ;𝒾

1 + 	ℯ;𝒾 = 	
1

1 + 	ℯ>;𝒾  

The primary reasons why the logit transformation function is used is that the 

residuals will not be normally distributed and they cannot be constant across values 

of X. Because Y has only two possible values 0 and 1, the residuals have only two 

possible values for each X.  With only two possible values, the residuals cannot be 
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14 Chapter 3: Methodology 

normally distributed.  Moreover, the best line to describe the relationship between 

X and Y is not likely to be linear, but rather an S-shape. 

Instead of a normal distribution of errors, we assume the errors are logistically 

distributed.  The basis of the logit link function is the cumulative frequency 

distribution, called a cumulative distribution function or CDF, that describes the 

distribution of the residuals. The binomial CDF is used because there are two 

possible outcomes. 

b) The Probit Regression Model 

It is a fairly simple transformation of the prediction curve and also provides 

odds ratios, and so it is popular among researchers.   

Ϝ(𝓏𝒾) = 	
1
√2𝜋

D ℯ
𝓏𝒾
E

,
𝓏𝒾

>F
	𝒹𝓏 

If the true underlying variable we are predicting is continuous we can assume 

the errors are normally distributed.  In this case, instead of using the binomial CDF, 

we can use a link function based on the normal CDF.   

3.3 EMPIRICAL PROCEDURES 

After we manually collecting the data about the usage of commodity 

derivatives, we formed a dummy variable that 0 represents no usage of commodity 

derivative mentioned in 10-K fillings and 1 represents using commodity 

derivatives. Meanwhile we also collected information from WRDS to calculate 

some firm characteristics, then we have a balanced panel data of 316 firms for 12 

years.  

There are several benefits for panel data. First, panel data can still work with 

omitted variable, when the time serious and cross-sectional data fails. While for our 

data set, there is no omitted variables. Moreover, the panel data provides more 

information cross time and cross sections. It is also less possibility of high level of 

multicollinearity and more degree of freedom (Baltagi, 2005), which is more a 

severe problem in time serious or cross-sectional data.  

Our research question is: does using commodity derivatives for hedging 

purpose have significant effects on firm’s value? For answering our research 

question that whether using derivatives add firm value or not or when they should 
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use the derivative, by holding the firms characteristic constant or the time constant, 

there is no more efficient data combination to exam this.  

There are several relevant methods in theoretical foundation part. While for 

one major method (GLMs) of dealing with binary data, Logit and Probit Regression 

Model is being used in previous research. Take Logit method as example, the big 

problem with binary data is that as fit a linear relationship between the binary 

variable as response variables and other explanatory variables.  

While Logit model is suitable when the responds only take place in two 

possible values (Rodríguez, 2007). The binary variable makes almost impossible to 

get a stable and consistent regression as we mentioned before in theoretical 

foundation section. Not to mention this particular method is not suitable to answer 

our research question. It is perfect for another direction of the usage of commodity 

derivative research, that is to investigate what effect the firm’s decision for using 

commodity derivatives.  

Since the purpose of usage of commodity derivatives is hedging risk, in our 

empirical investigation we assume the impact of using commodity derivatives is 

contemptuously to the firm value. Companies are required to declare their use of 

derivatives since 2007, and the purpose of using derivatives is to hedge, not 

speculation for profit.  

From a firm’s perspective, the effective time of using commodity derivatives 

is known from the beginning of the contract because every derivative has expiry 

date even the underlying assets do not. Hence the effects of the using commodity 

derivatives are considered contemptuously. Without lag effect consider in our 

model setting, we ruled out using the system GMM estimator or dynamic panel with 

system GMM estimator. (Arellano and Bond, 1991, Arellano and Bover, 1995 ).  

Meanwhile, because of the criterion of the data collection, we also assumed 

the firm we included, which are using commodity derivates, are highly likely 

expose to the specific commodity risk. It is consistent with the no speculation 

assumption. It also implies that the firm within the same industry may face the same 

risk, while the choice of using commodity or not may have effect on the firm’s 

value.  

After doing research, we think the Pooled OLS model is the most suitable 

with us to start with. The Pooled OLS estimator is consistent if the explanatory 
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variables are not correlated with the error term. While there are techniques for 

dealing with the unobserved individual specific effects, such as the Fixed Effect 

estimation model and the Random Effects estimation model. We use software 

(MATLAB) to code step by step following the estimation method.  

As we know, financial data is general not normally distributed, which were 

being discovered by Bird and McHugh (1977) along with other researchers. There 

is a drawback of using Pooled OLS model with financial ratio, Tobin’s Q, hence, 

we first exam our explanatory variable (Tobin’s Q) with comparing mean and 

median of the dataset.  The mean of the Tobin’s Q is 2.23 and the median is 1.80, 

which means the data is skewed. With more visualized way, we made the histogram 

of the distribution of the Tobin’s Q (see appendix A), and it is obvious that there 

are few outliers. To remedy this, we use the natural logarithm transformation of the 

Tobin’s Q to remedy the effect. The natural logarithm transformation of the Tobin’s 

Q has mean of 0.65 and median is 0.59. With another histogram, the skewness level 

is obviously reduced. 

We did several univariate tests. First, we did under the null hypothesis that 

the usage of the commodity derivatives does not impact the firm’s value, so as to 

the other firm characteristic. Take Firm’s value, proxied by Tobin’s Q, it means that 

the average or the median of Tobin’s Q of the firm that use commodity derivatives 

is not statistically different to the average of Tobin’s Q of the firm that does not use 

commodity derivatives.  

As the mean value of Tobin’s Q is higher than the median value of Tobin’s 

Q, even with logarithm, suggesting that the distribution of Tobin’s Q is still slightly 

skewed, we test our hypothesis using both means and medians. Second, with the 

null hypothesis that the mean of users and non-users within the same industry are 

not statistically significant different, while firms face similar risks when it comes 

to hedging with certain commodity derivatives.  

In addition, we used Student t-test is a statistical test which is widely used to 

compare the mean of two groups of samples, commodity user and commodity non-

user. It is therefore to evaluate whether the means of the two sets of data are 

statistically significantly different from each other. We also did p-value for t-

statistic of the hypothesis test that the corresponding coefficient is equal to zero or 

not. For testing the null hypothesis of that the two medians of two sample are 
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statistically same, we use the Wilcoxon signed rank sum test, a non-parametric test, 

which allow us to using z-statistics to test our null hypothesis.  

Then we did the multivariate test with panel data with response variable (the 

Tobin’s Q in logarithm) with the explanatory variables (the dummy variables of 

commodity usage). Because Tobin’s Q may be affected by other factors, such as 

size, leverage, profitability, investment growth and liquidity. We use control 

variables mentioned above to single out the effect of using commodity derivatives 

on firm’s value. While for industrial effect, we run the separate regression for 

different industries with all other same variables. 

𝐿𝑛(𝑇𝑜𝑏𝑖𝑛N𝑠	𝑄) = 𝛼 + 	𝛽	 × 	𝐶𝑜𝑚𝑚𝑜𝑑𝑖𝑡𝑦	𝑑𝑢𝑚𝑚𝑦 +	V 𝛾X 	×	𝐶𝑜𝑛𝑡𝑟𝑜𝑙	𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒X + 	𝜀
X

 

𝐿𝑛(𝑇𝑜𝑏𝑖𝑛N𝑠	𝑄) = 𝛼 + 	𝛽 × 𝐶𝑜𝑚𝑚𝑜𝑑𝑖𝑡𝑦	𝑑𝑢𝑚𝑚𝑦 +	𝛾* × 𝐹𝑖𝑟𝑚	𝑆𝑖𝑧𝑒	 + 𝛾, × 𝐿𝑒𝑣𝑒𝑟𝑎𝑔𝑒

+	𝛾` × 𝑃𝑟𝑜𝑓𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 +	𝛾c × 𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡	𝐺𝑟𝑜𝑤𝑡ℎ + 𝛾h × 𝐿𝑖𝑞𝑢𝑖𝑑𝑖𝑡𝑦 + 𝜀 

 

We run a Pooled OLS with our panel data, and then for checking the model 

with the unobserved effect, we use the Fixed Effect estimation model with taking 

first difference and the Random Effect estimation model.   

For the Fixed Effect estimation model, we use Chow Test under the null 

hypothesis that the usage of the commodity derivatives does not impact the firm’s 

value, so as to the other firm characteristic, with the F-statistics for one way Chow 

test to see if there Fixed Effect.  

We did the F-statistic to check that we did correct way to do Pooled OLS, 

under the null hypothesis is that all coefficients are equal, therefore fixed effect 

exists. While the Random Effects are firm specific, in our regression, we use the 

control variable for firm characteristics that may have some affect the firm’s value, 

so we do not have to do the random effect regression. 

In the end, we did sensitive test on our model. First, we have w new firm 

characteristic ratio as alternative control variable besides the alternative method of 

Tobin’s Q calculation. Instead of doing a regression with the alternative control 

variables, we did descriptive statistic with the original Tobin’s Q, we compare the 

correlations, mean, median and the standard deviation. Then we adapted run a 

Pooled OLS with the alternative method of the Tobin’s Q as the Y and the original 

control variables, to check the result of the regression are not unique with the proxy 
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we used. We observed the difference of the corresponding coefficients and the 

statistics between the original Tobin’s Q and the alternative Tobin’s Q.  

3.4 IMPROVEMENT 

We collected data based on the list of firms in the S&P 500 Index. It limited 

the data to certain size of United States firms. Almost all firms in S&P 500 used 

derivatives, mostly foreign exchange currency and interest rate. Therefore, it is 

difficult to find firms who do not use derivatives. We could improve that by 

collecting data through survey. We have seen this method used in other papers we 

have read during our research. 

With more time and more specific data, we could try other estimation 

methods for estimating coefficients, by comparing different estimators, we could 

infer how accurate the fixed effect estimations are. Therefore, we would have been 

able to infer more convincing datapoints and conclusions. 
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Chapter 4: Analysis and Discussion 

4.1 DATA ANALYSIS 

Since we are interested in the effect the usage of commodity derivatives has 

on firm value and the potential impact on firm value of change in hedging policy, 

we examine first the use of commodity derivatives over time for the firms in our 

sample. 

 

Table 1 describes the amount of the usage of the commodities over years for 

different type of representative commodities. It provides frequency of different 

commodity derivatives usage among United States non-financial firms over years. 

Of the 316 total firm observations, we identify 117 (37.29%) average firms using 

commodity derivative from 2006 to 2017. When we observe more detail about 

different types of commodity hedges, we identify Natural Gas (51.98%) is the most 

popular commodity hedge through industry, followed by Fuel Oil (29.99%), and 

Metals (26.94%) for the second and third common commodity usage respectively. 

Not as we expected that during for the spike of the financial crisis time from 2007 

to 2009 or the 2014 oil crisis. 
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There are 3792 firm-year observations, 316 firms per year for 12 years, we 

demonstrate that the mean of the Tobin’s Q (in the natural log form) is slightly 

higher than the median of the Tobin’s Q, implies the distribution is slightly skewed. 

When collated using our method of logarithm transformation, it is more symmetric 

and less problematic for later regressions. Meanwhile, the investment growth and 

the liquidity ratio are most skewed among all variables. It is also surprising that the 

mean and median of the firm size or the profitability are not obviously different. 

 

In the table above, we calculated the mean and the median of the variables. 

For the Tobin’s Q and the firm size, as the proxies of the firm values, the mean and 

the median of the user Tobin’s Q are statistically significant different to the mean 

of the non-users. We expected that the users have average higher firm value because 

of the hedging behaviours indicate more stable revenue being rewarded by investors 

as Lau (2016) found for empirical analysis for corporate derivative hedging. While 

for firm size, our finding agrees with Lau (2016) and as we expected (+) that the 

users have bigger firm size, indicating they have better access to financial market. 

It is worth to point out that the firm lack of liquidity or profitability will more likely 

to engage commodity hedging activities as we expected (-).  

There is no statistical significance for the mean of the users leverage or 

investment growth compared to the mean of the non-users leverage, while for 

median, the users leverage median is statistically significantly larger than the non-

users leverage median. This implies that user’s distribution of the leverage or 

investment growth is more right skewed than non-users. For leverage, we expected 

a positive relationship with the usage of the commodity derivatives, while the 

median result supports our expectation.  
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On the contrary, the investment growth an opposite relationship to what we 

expected, the higher median for users, we think it can be explained as that the firms 

with higher investment growth (median) are more willing to engage commodity 

hedging more stable future revenue, in another word, more enthusiastic to ensure 

the future. 

 

We report correlation coefficients between independent variables in Table 4. 

Correlation coefficients are relatively low, which implies that possibility of facing 

multicollinearity problem is low. If the firm has more cash or short-term 

investments at hand, higher liquidity, there are positively correlated to the firm’s 

investment growth (0.965). As we expected, the higher liquidity of the firm, the 

better access to financial market and the better grow opportunities. 

4.2 EMPIRICAL RESULTS 

4.2.1 Univariate Tests 

Under the null hypothesis that the usage of the commodity derivatives does 

not impact the firm’s value, so as to the other firm characteristics. 

 

According to the main hypothesis of the study, firms using commodity 

derivatives for hedging are valued higher than non-users. In order to empirically 

investigate this hypothesis, a test of equality of mean values of firm value and 
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control variables is conducted to make a comparison among hedgers and non-

hedgers.  

The resulting univariate tests show that the mean and the median are 

statistically significantly different when it comes to Tobin’s Q, firm size, 

profitability and liquidity. It implies that the using of commodities has empirical 

relationship with the firm characteristics. Even for the two variables that the mean 

is not statistically different between the users and not users, the median is 

statistically significant. In this case, we will use them all as control variables for the 

regression. 

For univariate test, we are interested in the time variate on the hedging 

behaviour with the firm’s value and other firm characteristics. There is no obvious 

pattern for different firm characteristics through time, we additionally did not find 

obvious patterns for the financial crisis or the oil crises. (See appendix B for more 

details) 

4.2.2 Multivariate Tests 

While the univariate tests described in the previous section indicates that 

derivatives users generally performed better than the non-users on all the measures, 

there is a need to control for variables that could have an impact on these 

performance measures. This study therefore uses multivariate tests to further verify 

the preliminary findings based on the univariate tests.  

Impact of derivatives usage on firm value is estimated through the model 

Allayannis and Weston (2001) which has been commonly used in prior studies: 

𝐿𝑛(𝑇𝑜𝑏𝑖𝑛N𝑠	𝑄) = 𝛼 + 	𝛽	 × 	𝐶𝑜𝑚𝑚𝑜𝑑𝑖𝑡𝑦	𝑑𝑢𝑚𝑚𝑦 +	V 𝛾X 	×	𝐶𝑜𝑛𝑡𝑟𝑜𝑙	𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒X + 	𝜀
X

 

In the above given equation, Tobin’s Q is taken as a measure of firm value 

while natural log is taken to control the skewness of the variable. 𝛼 is the constant 

coefficient, 𝛽 is the coefficient of use of commodity derivative, 𝛾 is the coefficient 

of control variables and 𝜀 is the error term.  

One advantage of balanced panel data is that it allows controlling the potential 

existence of non-observable individual characteristics that may vary across cross-

sections but remain constant over time. Panel data is comprised of different cross-

sections over time so the element of heterogeneity is must (Baltagi, 1995) and 

simple Pooled OLS regression does not account for the individual heterogeneity 
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and leads to biased estimations. Due to this limitation of OLS technique, most of 

the researchers have used different techniques from OLS like Random Effect or 

Fixed Effect model. 

 

This table represents the results for Pooled OLS, Fixed Effect and Random 

Effect regressions of the use of commodity derivative on firm value. Under the null 

hypothesis of this the Chow test for Fixed Effect, the F-statistic is 0.172, and critical 

value is 1.972 at 95% confidence level, hence we cannot reject the null hypothesis.  

We need to run a Fixed Effect regression for dealing with this effect. While 

as we assume the control variable with remedy the firm effects, we still run the 

Random Effect to observe the coefficients. Test statistics are presented in the form 

of tables of regression analysis. The null hypothesis of no correlation between 

individual effects and independent variables is rejected at 1% significance level. 

Test results illustrate that fixed effect model is more suitable for estimating Tobin’s 

Q equation. 

09821350974015GRA 19703



 

24 Chapter 4: Analysis and Discussion 

We explore a final econometric analysis using a Fixed Effect model that 

attempts to shed additional light on the relationship between firm risk and the use 

of derivatives. The use of a Fixed Effect model is inspired by the interesting results 

found in the univariate analysis based on portfolios discussed earlier.  

Three main conclusions can be drawn from the results of the Fixed Effect 

model and the Random Effect model.  

First, there is some evidence indicating that the limited success of the Pooled 

OLS model in documenting a significant relationship between firm risk and 

derivative use, using a continuous proxy, may be attributable to the nonlinearity of 

the relationship. Second, after controlling the Fixed Effect, the coefficients are all 

statistically significant and more severe discount on firm’s value for commodity 

derivative users. Third, for the random effect model, with controlling the time with 

the dummy variables, the R-Square increased significantly, as well as the 

coefficients of the profitability and the investment growth.  

To some degree, it is not surprising that the profitability has significant 

positive relationship with the Tobin’s Q, but the negative relation with the 

investment growth is interesting and puzzling. It is opposite as we expected of the 

relationship between investment growth and Tobin’s Q with commodity usage 

considered. The table also indicates regression results for all hedgers including 

currency risk, interest rate risk and commodity price risk hedgers. Following studies 

in the literature, we estimate Fixed Effect panel data model with time dummies for 

Ln Tobin's Q as dependent variables and derivatives use as independent variables.  

Our results imply that non-financial companies can increase their value by 

hedging with financial derivatives. However, this hedging premium is very low 

compared to findings of Allayannis and Weston (2001) for the US data (5%) and 

Panaretou (2013) for the UK data (6%). 

Our results also indicate that some control variables can explain firm value. 

Firm size is negatively related to firm value and coefficients are statistically 

significant in all models. Dividend dummy variable has a statistically significant 

positive coefficient and it implies that easy access to financial markets increases 

firm value. Coefficients of all other control variables are statistically insignificant. 
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4.2.3 Industry Effect 
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Under the null hypothesis that the mean of users and non-users within the 

same industry are not statistically significant different, while firms face similar risks 

when it comes to hedging with certain commodity derivatives.  

When we conducted the univariate tests cross the industries, there are some 

unexpected results. First, the industries that all the firm, that meet our data 

collection requirements, are almost 100% hedged with commodities derivatives. 

We expected the energy section will have high percentage of the firm hedge with 

commodities, since the energy price such as oil or natural gas is known for being 

volatile. While the utility and healthcare are not expected to have a high percentage 

of  hedging. We excluded the communication section because the sample size is too 

few.  

 We also suspect that the utility and the healthcare may face some industrial 

specific risk which leads these two industries are enthusiastic to using commodity 

derivatives.  

4.2.4 Time Effect 

As Allayannis and Weston (2001) shown empirically, the behaviour of the 

dollar during the year is also likely to influence the value of firms with exposure. If 

firms with foreign sales are generally long foreign currencies, their value will go up 

when the dollar depreciates and fall when the dollar appreciates. Then, for the 

hedgers and non-hedgers, the firm value of non-hedgers may be benefit from the 

dollar depreciation while they will be hurt financially when dollar appreciation.  

We also test our hypothesis that for two different directions of the price of 

commodity index, there is statistically same as what Allayannis and Weston 

(2001) found out empirically. 
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We are surprised by the univariate test results because the users and non-users 

Tobin´s Q, firm size and the liquidity are statistically significant to each other in 

both scenarios. Meanwhile, it is also obvious that the firm value of the non-users 

are always higher than the users.  

Then we decide to do another analysis. First we plot the following figure: 

 

As it can be observed, the firm value of users are not significantly worse or better 

in crisis time.  

 

However, we plot the histogram for both, as it shown, the distribution of the non-

users’ firm value displayed more peak than the user´s. It is reasonable for users have 

lower firm value because for hedging purpose, there is not an intention to make 
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profit, the firm´s value and the distribution indicate the commodity derivatives 

serve as insurance for the users. It provides more stable revenue with price. 

4.2.5 Sensitivity Analysis 

Here we adapt an alternative way for calculate Tobin´s Q, with two new 

selected control variables, the Book-to-Market ratio and the Market-to-Sale ratio.  

 

In the table below, the alternative Tobin’s Q is highly correlated with the 

original one, and the alternative control variables are also correlated to the original 

Tobin’s Q. 

Then we replace the original Tobin’s Q by the alternative Tobin’s Q in the 

Pooled OLS regression with the same control variables: 

 

The estimated coefficients for the alternative Tobin’s Q is roughly similar 

level to the original one, with all the other condition remain the same, we think the 

proxy of firm value in our original research is a relatively valid choice.   
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Chapter 5: Conclusions 

This paper examines the use of commodity derivative in the sample of 316 

non-financial firm between 2006 and 2017. We examine whether firms with 

commodity exposure that using commodity derivatives are being rewarded by the 

investors with higher market valuation.  

We use Tobin´s Q as the firm´s value proxy with the panel data. By using the 

Pooled OLS and the Fixed Effect, we find out the negative relationship with the 

commodity use with the firm´s value both in univariate tests and multivariate tests.  

We also find that with commodity derivatives, the distribution of the Tobin´s 

Q of the hedgers are less peaked than that of the non-users. It can be explained by 

risk and return. When the firm uses the commodity derivative to hedge the risk, 

there is less risk of the firm in daily operation, hence the return implied is lower. It 

also collaborates that our assumption of data collection to some degree is 

reasonable, firm with commodity derivative is for hedge, not for speculation. 

We were unable to find an empirical relationship of the commodity 

derivatives with the financial crisis or the oil crisis. This result is surprising to us, 

and we believe could serve as an area of further study and research.  
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Appendices  

Appendix A 

 

The histogram of the distribution of the Tobin’s Q, the left histogram without using 

natural logarithm, the right histogram with using natural logarithm. As the 

histogram shows, the distribution from the left to the right are less skewed and lower 

level of kurtosis. 
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